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 2003 NCC PublisherThe computing system \Potok-3":The parallelization experienceof a multi-program complex.Part 1. The parallelization strategy�G.A. Tarnavskiy, V.D. KorneevTechnological aspects of parallelization of the computing system \Potok-3",intended for some numerical modeling of problems of aerodynamics and physicalgas dynamics are considered. The methods and problems of global parallelizationof a multi-program complex by major parameters, as well as C-, L- and V-typesof the parallelization procedures of the basic iterative kernel of system for localacceleration of operations are proposed and investigated.1. IntroductionIn [1, 2], the general parallelization strategy of the large computer complex\Potok-3" intended for computer-aided modeling of tasks of aerodynam-ics and physical gas dynamics was developed. In [3,4], various paralleliza-tion schemes of multivariate scalar sweeping operations were considered,which constitute the basic algorithm of the numerical solution of a systemof the Navier{Stokes di�erential equations of the dynamics of a viscous heat-conducting gas. Multi-purpose computing experiments on de�ning e�ectiveparallelization ways and their realization on various multiprocessor comput-ers were carried out. In [5], some aspects of arranging calculations of thetasks in a subject domain, which are connected with providing a numeri-cal method with the initial data were studied. The problems of outputtingthe obtained information and its layout on a long-term were discussed tosome extent. The present work represents both the strategy and the expe-rience gained in parallelization of the computing system \Potok-3" and thecomprehensive analysis of various parallelization types applied.2. Global parallelizationFrom the general parallelization types, considered in [1, 2], which are con-nected with the physical-mathematical, geometrical and technological de-�Supported by the Russian Foundation for Basic Researches under Grants 00-07-90297,01-01-00781, and 02-01-00097.



90 G.A. Tarnavskiy, V.D. Korneevcomposition of a complete task in a number of parallel subtasks at the �rststage of the reorganization of the uniprocessor multiple program complex\Potok-2" into the parallel computing system \Potok-3" oriented at themultiprocessor calculations with its possible wide usage, some ways of par-allelization were applied. One of them is the global parallelization of thesystem according to the major input parameters.Let us consider the physical essence of this method. The complex multi-ply program provides the solution of the task of 
owing around an aircraftwith a 
ow of gas within the wide range of determining parameters. Herewe mean only the physical parameters, determining the basic modes of a
ow As far as algorithmic parameters are concerned, they are not discussedhere though they can be associated with the proposed strategy. The ma-jor among the physical parameters are: the shape of a surface of a body,thermal condition on it, height and speed of a 
ight, thermodynamic char-acteristics of gas. Let us consider two physical parameters, for example,the height H and the speed V . As a rule, for studying the processes of
owing around it is necessary to carry out a signi�cant number of calcula-tions with a variation both of H and V . Such cycles of calculations can beorganized in simultaneous start up of the multiple complex program withparallelization \according to the global parameter", whose scheme is shownin Figure 1.Here a number of parallelization levels, forming a certain one-coherentgraph is shown: a tree-type branching non-crossed communications comingout from a uniform root, which is the input to the multiple program complexin question.

Figure 1. Global parallelization of the multiprogram complex \Potok-3"



The computing system \Potok-3" 91Each level is represented by the symbolGmg1;:::;gm : m 2 [1;M ]; g1 2 [1; g1F ]; : : : ; gm 2 [1; gmF ]; (1)where the following designations (all indices are integer) are introduced:m is the number of the horizontal level graph (calculated from the root),or, in other words, a number of the type of the global parameter withwhich the parallelization is made, for example, the height of a 
ight,the speed of a 
ight, etc.;M is the parallelization depth (the number of the horizontal levels in thegraph), i.e., the length of the list of physical-mathematical parametersof a task, with which the parallelization is made;g1F is the length of the list (the number of variants) of parameter values ofthe �rst level;g1 is the current number in this list;gmF is the length of the list (the number of variants) of parameter valuesin one subgroup of m-level;gm is the current number in this list.Let us note that in the general case, the length of lists in all subgroups ofm-level can be various and de�ned by belonging to one or another subgroupof the previous level, that can be recurrently be presented by the formula:gmF = gmF (gm�1); m = 2;M: (2)Such a situation is shown in Figure 1, illustrating the two-level globalparallelization. At the �rst G1-level the length of the list of parametersg1F = 3, i.e., the solution of the task with three values of the height of 
ightH1, H2, H3 is performed. At the second G2-level the lengths of the lists ofparameters are de�ned by belonging to one or another subgroup (branches ofthe graph): for �rst subgroup { the length of the list (the number of variants)g1;2F = 2, for the second { g2;2F = 3, for the third { g3;2F = 4. In the termsexplaining Figure 1 this means the order for organization of calculation inthe variant with the height of the 
ight H = H1, two subvariants with valuesof the speed of 
ight V = V11 and V12, in the variant with H = H2 { threesubvariants with the values V = V21, V22, V23, in the variant with H = H3 {four subvariants with the values V = V31, V32, V33, V34.After preparation of �les of di�erent variants of input parameters with\individual" valuesG1g1, G2g1;g2 each �le { the �nal the structure, most distantfrom the root of a graph { sends data to the multiple program complex PCand initiates its processor system. Let us emphasize once again that duringthe execution of a task as a whole there is no data exchange among the



92 G.A. Tarnavskiy, V.D. Korneevprocessor subgroups G2, and, especially, between processor blocks G1. Thisis the essence of the given parallelization of type { parallelization accordingto the global parameters for the multiple program complex, i.e., the majorinput parameters (scalars, as a rule), de�ning the physical-mathematicalsense of a task.Generally speaking, the processor time spent on the execution of op-erations of solution of a single sub-task (independent process) essentiallydepends on the used initial data: it can appear reasonable �rst to �nish aprocess, for example, Gn11, and then to accept its results as initial condi-tions for the process Gm12 (for more detail see [5]). However, this question isbeyond the present work, where complete independence of all the processesGmg1;g2 is assumed.In this case the parallelization of the SIMD-type takes place: a singleinstruction (in Figure 1), the whole program complex is designated as PC;the multitude of data (the list Gmg1;g2) and without data exchange amongthe processes.The minimum number of processors PG required for such parallelizationis de�ned by the sum of lengths of the lists of all subgroups of a level mostdistant from the root of a graph. Figure 1 presents a special case of twolevels: PG = 3Xg1=1 g2F (g1): (3)In general case, the form of formula (3) becomes more complicated:PG = g(m�1)FXgm�1=1 gMF (gm�1) (4)and it is required to use the recurrence formula (2).From the point of view of the MPI-systems, the parallelization of thegiven type, i.e., the parallelization according to global parameters, has notcaused essential di�culties, there also were no problems and con
icts in de-bugging. However, in the process of development a number of technicallycomplex problems, connected with the uni�ed input to the system, con�gu-ration of processor space as well as organization of the automated collectionof all the information from all involved processors in the integrated databankof the computing system was revealed.Brie
y we will consider problems of organization of input to the systemand its branching according to parameters. From more than 50 global in-put parameters of the computing system \Potok-3", de�ning the physicalsense (height and speed of 
ight, thermal mode of a body and temper-ature of its surface, etc.), the mathematical sense (\geometrical" type ofa task { 
at, wasp symmetric, spatial, the type of a coordinate system {



The computing system \Potok-3" 93Cartesian, spherical, etc.), the algorithmic sense (topology of a di�erencegrid-dimension, factors of condensation of knots, the iterative parameters,etc.) and the operating conditions (input/output control the information)12 \basic" parameters were selected most suitable for parallelization.The maximumparallelization depthM , i.e., the number of parallelizationlevels (see Figure 1 { the levels G1, G2) for the �rst stage was chosen equal to4 (debugging was carried out, basically for M = 2). There was constructeda parallelization graph, allowing one to place in arbitrary oder the basicparameters at the levels. For the above-mentioned examples (G1 � H), �rstthe list of heights of 
ights was de�ned, for which it is necessary to obtaina solution, and then for each element of this list Hg1, the list of speeds of
ights (G2 � V ) was de�ned, in this case the lists Vg1;g2 can be di�erentfor each Hg1 as in their length (number of variants), and in their concretevalues. The inverse parallelization (G1 � V , G2 � H) is also possible:the list of speeds of 
ights is de�ned, for which it is necessary to obtain asolution, and then for each element of this list Vg1 { the list of heights of
ights Hg1;g2.It is necessary to note that the steady functioning of this graph in thecontext of a reasonable statement of a task and starting the system bythe experts in the �eld of computing aerodynamics, not involved in thedevelopment of the given multiple program complex, was provided only upto the level M = 2. This, apparently, should be realized within the systemintended for a wide range of the users, as the use of deeper levels M = 3 orM = 4 causes essential di�culties.However, the strategy and the experience gained in the cause of devel-opment and of operation of parallelization by global parameters employinga multilevel branching graph, can be useful when creating the parallel com-puting systems in other areas of knowledge.Another problem of this type of parallelization was the problem of ar-ranging the 
ows of the output information. Even a separate applicationtask represents a large �le of data which require structuring, for example\heading" (a list metadata, i.e., parameters of the resolved task, giving itscomplete description and allowing its unambiguous identi�cation and dis-tinguishing it from other ones. This is especially important with realizationnot of a single calculation, but for the multiple complex study of any sci-enti�c or application problem), \volume" (a diagram or a table), \chapter"(a table of various physical notions { density, pressure, the temperature inthe �eld of currents, aerodynamic characteristics of an aircraft, etc.), \page"(a part of a \chapter", representing a physical function in any subdomainof parameters), etc., up to a \line" or a \column" (see any tables on gasdynamics, for example, those classical [6]). In the sequel such a structuringshould provide rather a simple access to the obtained information and thepossibility to compare data from various \volumes".



94 G.A. Tarnavskiy, V.D. KorneevBasically any here can be used already ful�lled SUBD of a type Oracle,Access or Paradox, however this question still requires the decision. In rep-resented development the special system of marks of the input informationused with record of �les in a temporary databank of carried out account,containing main and auxiliary keys was used.The main key { individual (not repeating) identi�er of carried out calcu-late was made of seven symbols: one letters and six �gures. The letters H,B, N, F (Head, Body, Nearwake, Farwake) are the brief names of databases,in which the results of calculates in various geometrical segments of a task(more in detail see [1]) were placed, �rst three �gures showed virtual numberof the processor on which the calculate of variant was carried out, last three�gures provided through numbering of variant in H-, B-, N- or F-databasecomponent an integrated databank. With such structure of names somerestrictions take place: the maximum used number of processors shouldnot exceed 999, and the number of records in one volume of a databaseshould not exceed 999. Besides on the moment of execution of the task theadditional channels of communications marked with the letters C, L, S, G,appropriate will be formed also: 1) to the data channel for exchange betweensegments \chemistry", \combustion", \turbulence" and \gas dynamics" ofthe computer complex; 2) to the data link from local database of currentcalculation in any module of a complex on its inquiry; 3) to S-channel ofinput of the standard data \a Near trace" (NearWake), G-channel of recordof the data for the subsequent graphic processing.With work with bases the names of output information �les { channelswere made of eight symbols, �rst of which { the letters W, R, U or P { meanta type of a 
ow of the data (Write { record, Read { reading, Universal {record and reading, Print { �le of a print data), others seven coincided withsymbols of a main key. So, for example, the symbol WH001004 means, thatthe channel is intended for record in a database of results of calculate of a
ow of a head part of a body received on the processor with virtual number001, and this record is placed in database under number 004.Auxiliary keys { metadata of the carried, supplement the main key outcalculate (main input parameters determining physical sense of a task, suchas already indicated above height H and speed V 
ights etc.) is higher. Themain key unequivocally identi�es record in DB, as against auxiliary keys, asin DB, naturally, some records with the same number, for example, H cancontain.Generally speaking, this system (distant) far from end, has appearedbulky and not quite is convenient with operation, required attention of themanager of system and high discipline of calculators, as otherwise in DBthere were records with identical names. It caused of creation temporaryDB, their viewing by the manager and only then carry of records in DB ofa long-term storage.



The computing system \Potok-3" 95In the whole problem of �xation of the information got on multiprocessorcomputing systems, nowadays practically is not given of due attention, asuse MVS by calculators { applauders is frequently carried out in a modeof a type \parallelization the program { has started a task { has lookedresults { and all (at the best has written down numbers on CD)". Similarthe problems of visualization (graphic representation) solutions got withglobal parallelization on input parameters are also, however this questiontoo great and lies beyond the framework of the present work.3. Local parallelizationThe local parallelization, according to classi�cation described in [1], referredto the technological type of parallelization \of the lower level", is intended foracceleration of processes of calculation in subroutines which constitute thebasic algorithmic kernel PC (see Figure 1) of the multiple complex program\Potok-3" [3]:fPCg = NXn=1 KXk=1 IXi=1 JXj=1 k-OPERATIONS(i; j;n); (5)k-OPERATIONS(i; j;n)) F knij : (6)The symbolical record (5), (6) means the following. From result of func-tioning of the k-th of a procedure of the algorithm, realized as separatesubroutineSUBROUTINE(k; input parameters; output parameters); k 2 [1;K]: (7)At the n-th iterative layer (the time step n)tn = 'n(n); n 2 [1; N ]: (8)A two-dimensional array F knij { the rectangular table of numbers (forbrevity, we consider a two-dimensional problem of subject domain { a 
atand an axially symmetric), where i and j denote, respectively, along thecoordinates (x; y) the nodes of a calculation grid, which discretizes the con-tinuous di�erential problem:yi = 'y(i); i 2 [1; I]; (9)xj = 'x(j); j 2 [1; J ]: (10)With the use of a uniform spatial-temporary pattern (8){(10) we havetn = �n, yi = i�y, xj = j�x, where � is a time step, �y and �x are stepsalong the coordinates x and y.



96 G.A. Tarnavskiy, V.D. KorneevThe subroutines k-OPERATIONS(i; j;n) are repeatedly executed in theprincipal iterative process of the solution to a complex system of di�erentialequations and contain the cyclic operators for sorting out indices insidethemselves. Inside some cycles, a signi�cant number of arithmetic operationsis contained.To speed-up the execution of all k-procedures of the principal iterativeblock of the multiple program complex \Potok-3" C-, L-, V-, W-types ofparallelization, which correspond to the parallelization of operations \bycolumns", \by lines", \by a vector", \without parallelization" (\Column",\Line", \Vector", \Without"-parallelization) were developed and used.

Figure 2. Local parallelizationof the basic algorithmic ker-nel of the multiprogram complex\Potok-3"

The pioneering work on parallelizationand, in particular, the types of paralleliza-tion considered above, can be found in [9].A conditional scheme of parallelizationof the basic computing kernel of the pro-gram complex \Potok-3" (designated inFigure 1 by the symbol PC) is presentedin Figure 2. Each of the discussed type ofparallelization is oriented to an individualalgorithmic and program (realizing them)features of each k-procedure. The purposeof the above-said is to gain the maximumbene�t in acceleration of computing pro-cess.Let us note that the number and theorder of execution of C-, L-, V-, and W-types of parallelization of procedures is de-�ned by a certain algorithm and a concretetype of the subroutines, realizing it.Let us dwell on the essence of each typeof parallelization.An implicit �nite di�erence algorithmof a principle iterative kernel of \Potok-3" is based on splitting of a system of theNavier-Stokes di�erential equations, usedfor the modeling of non-stationary tasks ofaerodynamics and physical gas dynamics@F@t =W�F; @F@x ; @F@y ; @2F@x2 ; @2F@y2 ; @2F@x@y�; (11)F = F (t; x; y) (12)along the coordinate directions x and y



The computing system \Potok-3" 97W =W1 +W2 +W3: (13)Splitting (13) is done so that to divide whenever possible the terms, con-taining the coordinate derivatives:W1 = W1�F; @F@x ; @2F@x2 �; (14)W2 = W2�F; @F@y ; @2F@y2 �; (15)W3 = W3�F; @F@x ; @F@y ; @2F@x2 ; @2F@y2 ; @2F@x@y�; (16)where W1 contains a derivative only with respect to x, W2 { only withrespect to y, and W2 is some \coordinate{non-splitting" part.The blocks of system of the equations W1 and W2 are further dividedaccording physical processes (\dynamics" and \dissipation"):W1 = W11 +W12 (17)W2 = W21 +W22 (18)Thus, the dependencies W11;W12;W21;W22 from a vector of the desiredfunctions F written down in the matrix form,W11 = A11F; (19)W12 = A12F; (20)W21 = A21F; (21)W22 = A22F; (22)are characterized by the following properties: the matrices A11 and A21 arediagonal, and the matrices A12 and A22 have an essential �lling with nonzeroentries (even without diagonal prevalence).The concrete form (11){(22) for further statement is inessential and notgiven here. (For more detail see [7, 8].)The given structure of the splitting method (11){(22) determines in thegeneral strategy of parallelization of \Potok-3" tactics of local (technologicalaccording to terminology [1]) parallelization of the subroutines, realizing thestages of numerical algorithm (11){(18) in view of their peculiarities (19){(22).4. C-type parallelizationThis type of parallelization for a part of the computing algorithm is focusedon acceleration of calculations in the subroutines realizing computation of



98 G.A. Tarnavskiy, V.D. Korneevthe terms of equations of the form of (15), i.e., the equations containing aderivative, �nite di�erence operators, to be exact only along y-coordinatedirection. In the grid space of operations (6) the operands of the given atype, can be written down as for simplicity the index k is removedF n+�ij = OPERATIONS(F nij ; F ni�1;j ; F ni�2;j): (23)Formula (23) means that by the known of value F at n-layer the valuesat (n+ �) layer are calculated. The symbol � means some \fractional" (forexample, � = 16 , 26 , etc.) stage of transition to (n+1) iterative layer, howeverin the present work a concrete de�nition and speci�cation of the algorithmare reasonable (for more detail see [7], as this is of minor importance in whatfollows.In such operations as (23), of primary importance is the circumstancethat in calculation of the array F n+vij the elements of the arrays F nij onlywith a variation of the �rst index (i; i� 1; i� 2) are used: i.e., the couplingoperations with respect to the �rst index (i) and their independence of thesecond index (j) take place.

Figure 3. C-type parallelizationof calculations

This means the possibility to real-ize operations simultaneously (in paral-lel) on all the columns of a computationalgrid (Figure 3), illustrating the essence ofC-type (\Column") parallelization. Thecommon grid space RfRijg = i
 j (24)in the domain (9), (10) can be dividedto PC subspaces (\vertical columns"), ineach of which operations (23) are inde-pendent processes and can be carried outin parallel:F n+�ij = PCXp=1pF n+�ij : (25)In this case, the number of independent processes PC should satisfy thecondition PC � J: (26)Thus, to speed-up the calculations, PC computers (processors) can beused in (23).The sizes of columns (see Figure 3) can be di�erent, since generally, atPC < J the ratio J=PC is not an integer, but, obviously, the splitting R to



The computing system \Potok-3" 99almost identical columns is optimal, because the number of operations incolumns is almost identical, and, respectively, the waiting time of simulta-neous termination of all the processes, i.e., operations (23) and (25) in Rare minimized.The realization of this type of parallelization in \Potok-3" was carriedout as follows. To the user's order a special processor { dispatcher P0 makessegmentation of R-space to PC subspaces, according to the number of pro-cessors PC i.e., divides all the arrays Fij involved in (23) to PC subarrayspFij and sends them to PC computers, which perform out operation (23)with them and then return them to the processor-dispatcher, which makesup the complete array F n+�ij . using formula (25).5. L-type parallelizationThis type of parallelization for a part of the computing algorithm, is focusedon computation acceleration in the subroutines realizing the calculation ofthe terms of the form of (14), i.e., the equations containing a derivative(�nite di�erence operators to be exact) along x-coordinate direction. In thegrid space of operations (6) this type of operands can be written down as(the index k for simplicity is removed)F n+�ij = OPERATIONS(F nij ; F ni;j�1; F ni;j�2): (27)As previously, formula (27) means, that by the known values of F atn-layer the values at (n+�) layer are calculated. So � as previously, meanssome intermediate stage of transition at (n+1) iterative layer. In operations(27) as opposed to operations (23), thecoupling calculations with respect to thesecond (j) and their independence of the�rst index (i) take place. This meansthe possibility to realize operations si-multaneously (in parallel) on all the lines(strings) of a computational grid, whichis shown in Figure 4, illustrating theessence of L-type (\Line") paralleliza-tion. The common grid R-space (24) inthe domain (9){(10) can be divided tosubspaces (\horizontal strips"), in eachof which operations (27) are independentand can be executed in parallel: Figure 4. L-type parallelizationof calculationsF n+�ij = PLXp=1pF n+�ij : (28)



100 G.A. Tarnavskiy, V.D. KorneevThe number of independent processes PL should, obviously, satisfy thecondition PL � I (29)Thus, for acceleration of calculations in (27) PL processors (computers)can be used.The realization of this type of parallelization in \Potok-3" similar torealizations of C-type. To the user's order a special processor-dispatcherP0 carries out distribution of R-space on PL subspaces, according to thenumber of processors PL i.e., divides all the arrays Fij involved in (27) to PLsubarrays pFij and sends them to PL computers, which perform operationswith them (27) and then return them to dispatcher, which makes up thecomplete array F n+�ij using formula (28).Despite the similarity (\vertical columns" and \horizontal strips"), C-and L-types of parallelization essentially di�er in their computer realiza-tion on multiprocessor systems. Let us consider more speci�cally the func-tioning of the processor-dispatcher, (Figure 5), distributing elements aij(I = 4, J = 4) of the complete array among the calculating processors(PC = PL = 3).In Figure 5a, a standard mathematical representation of the array aijwith distribution of its elements along the lines (variation j) and alongthe columns (variation i) is shown. In the computer representation. atwo-dimensional array aij is mapped onto some address space, which inin terms of geometry can be treated as one-dimensional direct line (Fig-ure 5b) with a consecutive arrangement of elements of the array aij . Inthe beginning of this line, the element a11 is located. Further arrange-ment of elements depends on the programming language: in Fortran, thetwo-dimensional array aij is represented as one-dimensional array with thehelp of a variation of the �rst index (i) and the �xed second index (j);then j is changed for j + 1 and again, the variation i takes place in all
a) uij = b)c)d)Figure 5. Recon�guration of processor space: a) two-dimensional representationof the array aij , i 2 [1; 4]; j 2 [1; 4]; b) one-dimensional Fortran-development two-dimensional of the array aij ; c) distribution of elements of the array aij with C-typeparallelization on three processors; d) distribution of elements of the array aij withL-type parallelization on three processors



The computing system \Potok-3" 101the range of changes, etc.: a11, a21, a31, : : : (see Figure 5b). Thus, themapping is carried out \in columns" (in C language { vice versa). WithC-type parallelization (\in columns") the processor-dispatcher when divid-ing the array aij to PC subarrays (see Figure 5á, with PC = 3) de�nesthe arrangement of the appropriate elements aij in the address space (seeFigure 5b).In the common address space the addresses of elements of these subarraysare located \in dense groups", thus forming \simply-connected subsets",which essentially minimizes computer costs necessary for mapping the arrayaij onto subarrays paij , p 2 [1; 3].With L-type of parallelization (\in lines") the processor-dispatcher whendividing the array aij to PL subarrays (see Figure 5d, with PL = 3) de�nesthe arrangement of the appropriate elements aij in the address space (seeFigure 5b). In the common address, space the addresses of the elementspaij are located in another way, namely, in isolated groups, forming some\multiply-connected subsets". The distances between the addresses of the�rst elements of these groups are equal in the index space to the values ofheight (width) of \a strip" (see Figure 4).As is shown in Figure 4, we have \the width of a strip" 2, or 1, since theaverage value of width is speci�ed from:S = I=PL = 4=3: (30)Thus, elements 1, 2, and 3 of the subarrays will be located in groupsconsisting of 2 elements for the front strip and separately for the secondand the third strips, the intervals between elements of the same group, forexample, the �rst, being equal toJ(PL � 1)PL : (31)Let us note that in the cases, when I is not exactly divided on PL,and strips of a di�erent width are used, formula (31) becomes essentiallycomplicated.In connection with aforesaid it is possible to state, that in practice L-typeparallelization is much more troublesome, than C-type, because it requiresthe increased attention of the programmer and much higher computer costs.6. V-type parallelizationThis type of parallelization of a part of a computing algorithm is guided(focused) on acceleration of computation in the subroutines realizing thecalculation of the terms of equations (19) and (21) so that it is possible to



102 G.A. Tarnavskiy, V.D. Korneevsupplement C- and L- types of parallelization. V-type (\Vector") paralleliza-tion is determined by diagonal (property) of matrices A11 and A21 in (19)and (21), which results in independence in some subroutines of the complex\Potok-3" calculations (12) component of the vector F = (F1; F2; F3; F4).In a three-dimensional problem, the vector F consist of 5 components (see[7] for details).This type of parallelization is rather simple in realization: the processor-dispatcher sends the necessary data to four processor-executors, which afterrealization of necessary operations return the new values of the arrays F n+n1ij ,F n+n2ij , F n+n3ij , F n+n4ij (here, as well as above, the symbol u designates some\fractional" a step of the progress of the solution in the general algorithmfrom F n to F n+1).Now for the sake of generality we designate the number of processorsneeded for this type of parallelization, as PV (plus the processor-dispatcher,though in this case the process of arranging data, their broadcasting andsubsequent receiving is not very \expensive" speaking about computer costs,and the process-dispatcher can be given \to a charge" to operate with oneof components of the vector F , reducing by one the number of processors-executors). Let us consider brie
y some technical questions connected withthe ratio of the values PC, PL and PV. We can see that the �rst two canaccept any positive values, but the value PV is rigidly determined: PM = 4for a two-dimensional and PV = 5 for a three-dimensional problem.If we choose PC or PL to be large enough (this choice is determined onlyby the access of the calculator to one or another multiprocessor system withvarious speci�cations), then at the moment of execution of the subroutines,according to V-type, the number of processors to be in the expectationmode, i.e., stand idle is (max(PC; PL)� PV), which is not quite optimal.Note that a similar problem also exists for the ratio of the values PC andPL, which can be solved by a simple choice of P� = PL. Generally speaking,this question is more complicated, than it seems at a glance, and is opento question, as there are strong contradictions between the requirements toe�ciency of a problem and the optimality of using COMPUTER resources.No doubt that a scienti�c problem is to be e�ectively solved with minimumcomputer costs, but if there is no optimum between these poles, we shouldprefer the e�ective solution with really \unproductive" use of the ���, thanrather \e�cient" use of the latter and obtaining the ine�cient solution.Coming back to the problem in question, it is possible to determine someway of optimization of the ratio (PC; PL) and PV. The procedures admittingV-type parallelization in algorithms of \Potok-3" also admit either C-type,or L-type parallelization. In this connection it is possible to do the following:either to refuse from V-type, or, in addition, to a V-type to apply C-typewith the value P � PC, such that PVP = PC be ful�lled.



The computing system \Potok-3" 1037. W-type parallelizationIn the principal computing kernel of the multi program complex \Potok-3",which is calculated in an iterative cycle, there exists a unique subroutine,carrying out operations (16), parallelization of calculations which in is incon-venient or inexpedient according to all the considered C-, L- and V-types.For generality of terminology we conditionally call this type as a W-type(\Without" { without parallelization).As this subroutine is distinguished for the expenses of calculations (about20% admit all the subroutines (5)), it is necessary to discuss theoretical andpractical potentialities of its parallelization. It should be emphasized thatin this section we speak about the ways of local acceleration of calculationsfor (technological parallelization, see [1]), i.e., operations in the subroutines.The wide spread large-scale geometrical parallelization, consisting in de-composition of complete computational domain to a series of subdomains,in which the same operations with subsequent sewing of the solutions aremade, is beyond the scope of this paper (see [1, 2]).The main obstacle complicating the use of C- and L-types parallelization,is employing in (16) of mixed derivatives @2F@x@y , whose discrete analogue ona �nite di�erence grid results in the coupling of values in all its nodes:F n+nij = OPERATIONS(F nij ; F ni�1;j ; F ni�2;j ; F ni;j�1; F ni;j�2): (32)Generally speaking, this di�culty can be overcome, applying in paral-lelization of (32) the segmentation of the computational domain:fRgij ; i 2 [1; I]; j 2 [1; J ] (33)to the subdomains P \with overlapping"fRgpij : i 2 [Ip1 � 2; Ip2 + 2]; j 2 [Jp1 � 2; Jp2 + 2]; p 2 [1; P ]: (34)The calculations are carried out in their central partfRgpij : i 2 [Ip1 ; Ip2 ]; j 2 [Jp1 ; Jp2 ]; (35)and the value F along the boundaries along the perimetersfDRgpij = fRgpij � fRCgpij (36)is used for computing the �nite di�erence analogues of the �rst and thesecond derivatives near to these boundaries. Clearly, the following shouldbe valid: fRgij = pXp=1fRCgpij (37)and I11 = 1; J11 = 1; Ip2 = I; Jp2 = J: (38)



104 G.A. Tarnavskiy, V.D. KorneevThe problem of arranging the calculation of (32) near to the boundaryof the complete computational domain (32) and, respectively, arranging thecalculation of near-to-boundary segments of (35) are not discussed here,since the are determined by a general solution of the di�erential problemand the statement of the boundary conditions.The operations of (32) can be basically parallelized according to V-type,as (32) can be rewritten down in the vector formF n+nij = AF n; (39)where A is a di�erential matrix operator. However, the matrix A in (39)is su�ciently �lled with non-zero entries, so that calculation of one of com-ponents of the vector F { according to the law of preservation of energyrequires considerably more computing costs (about 85%) as compared tothe calculations of other components. Therefore, acceleration of operationswith V-type parallelization will not give a considerable gain in time no morethan 15%, and in view of the communication losses even less.Thus, C-, L-, and V-types parallelization, developed and applied for thelocal acceleration of operations in the subroutines of the principal comput-ing kernel of \Potok-3", is not e�cient for parallelization some of certainprocedures.To conclude, the authors consider it a pleasant debt to express their grati-tude to Prof. V.E. Malyshkin, N.V. Kuchin, V.A. Vshyvkov, andG.S. Khakimzyanov for useful discussions and attention to this work.References[1] Tarnavsky G.A., Shpak S.I. Decomposition of methods and parallelization ofalgorithms of solution of aerodynamics and physical gas dynamics problems:multiprogram complex \Potok-3" // Programmirovanie. { 2000. { ü 6. { P. 45{57.[2] Tarnavskiy G.A., Vshivkov V.A., Tarnavskiy A.G. Parallelization of algorithmsand codes of the multiprogram system \Potok-3" // Programmirovanie. {2003. { ü 1. { P. 1{20.[3] Tarnavskiy G.A., Shpak S.I. Parallelization schemes of operations of solutionto systems of algebraic equations by the method of multi-dimensional scalarsweeping // Computing methods and programming. { 2000. { Vol. 1. { P.21{29(http://www.srcc.msu.su/num-meth).[4] Vshivkov V.A., Tarnavskiy G.A., Neupokoev E.V. Parallelization of algorithmsof sweeping: multi-purpose computing experiments // Avtometriya. { 2002. {ü 4. { P. 74{86.
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