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On parallel recursive mapping algorithm
for pyramidal multiprocessor systems*

0.G.Monakhov

A problem of mapping of an information graph of a complex algorithm into
the pyramidal interprocessor network of a parallel computer system is considered.
The parallel recursive algorithm for. optimal or suboptimal solution of the map-
ping problem, the objective functions for mapping and experimental results for the
pyramidal multiprocessor system MEMSY are presented.

1. Introduction

There is considered a problem of mapping of the information graph of a
complex algorithm into the pyramidal interprocessor network of the par-
allel computer system (CS), which consists of processor nodes (PN) with
distributed shared memory. The mapping problem [1-4] is known as NP-
complete problem, and it is reasonable to develop a parallel algorithm for
solving the problem. In this paper the parallel recursive algorithm is pre- .
sented for optimal or suboptimal solution of the mapping problem, the ob-
jective functions for mapping are developed. It is shown by experiments
on multiprocessor system MEMSY that the proposed algorithm is faster as
compared to the sequential centralized algorithm.

2. Optimal mapping problem

Let a model of a parallel program be the graph G, = (M, E,), where M is
a set of modules (processes), E, be a set of edges, representing information
connections between modules. Let ¢; be defined as weight of the module
t € M, representing the execution time (or the number of computational
steps) of the module i. Let v;; be defined as weight of the edge (i, ) € E,,
representing the number of information units passed from the module & to
the module j.

A model of the multiprocessor system with distributed memory is an
undirected graph G, = (P, E,) representing the network topology (struc-
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ture) of the system, where P is a set of PN, and edges E, represent inter-
connection links between PN.

The distance between the nodes ¢ and j of the graph G, (G,) is denoted
as d;;. The neighborhood of the node i with the radius p > 1 is the set
Ly(i) = {j € M | di; < p}. Let L(3) = Ly ().

Let ¢ : M = P be the mapping of an information graph of the parallel
program G into the structure G, of CS. Let the mapping ¢ be represented
by the vector X = {zu; i € M,k € P}, where :r,.k - 1 if (i) = k and
zik = 0 if (i) # k.

Let the quality..of t.he mappmg parallel progra.m gra.ph into the struc-
ture of CS for the given vector X be described by the functional: F(X) =
Fg(X) + Fc(X), where Fg(X) represents computational cost (the over-
all module execution time of a parallel program on the system or the load
balancing of PN for given X), and Fg(X) represents the interprocessor com-
munication cost (the overall interaction. time between modules, which are
distributed in different PN, or the distance between adjacent modules of the
program graph on CS structure for given X ). The optlmal mapping problem
of a parallel program graph into CS structure consists in optimization of the
functional F(X) by means of the parallel recursive algorithm.

3. Cost functionals of mapping

Now let us describe two examples of the objective cost functions which
represent the computational load balance of PN and the communication
cost for the given mapping X

R(X)= [ SIS zie —M-“’k) +Zz > dkpziksz]v
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where Mz = Eper, (%) ity ”w/|L ]

The first term in this expression describes deviation of PN load from
average load in the neighborhood of PNy with the radius p > 1, the second
term describes the distance between PN and processors, which contains the
‘adjacent modules to the modules embedded into PN, 1 < k < n.

[Z tz.k+2 > Cij.(vij)dkpzikz.i?)]’
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where ¢;;(v;;) is the time needed to transfer v;; data units between the
modules i and j, when they are located in the peighbouring PN. The first
term in this expression describes the overall module execution time, the
second term describes the overall interprocessor communication time, m =
[M|,n=|P|and 3}, zix = 1.






