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From text to knowledge:
Entity linking of scientific terms to Wikipedia

Daniil Kuzovlev, Tatiana Batura

Abstract. This paper addresses the critical task of entity linking for scientific terms in Russian texts
to Wikipedia, a process vital for transforming unstructured text into structured knowledge. We
introduce a novel algorithm and conduct a comparative analysis between RuUBERT-tiny2 and spaCy,
evaluating their performance across varying context window sizes and numbers of links. Our
findings indicate that RuBERT-tiny2 excels with larger context windows, leveraging its deep
semantic understanding for superior disambiguation, though its performance degrades beyond 100
tokens due to noise. Conversely, the spaCy-based approach demonstrates greater robustness in
limited-context scenarios. This highlights a trade-off: while complex models like RuUBERT-tiny2 are
highly context-dependent, simpler models remain competitive when contextual information is
sparse. Error analysis reveals three primary failure modes: search errors (absence of correct entities),
ranking errors (suboptimal semantic scoring), and annotation errors (ambiguities in ground truth).
The study underscores the direct impact of knowledge base quality on system performance and
suggests implementing semantic similarity thresholds to mitigate overconfident false links. We
conclude that future advancements in entity linking necessitate not only improved algorithms but
also enhancements in candidate retrieval, query formulation, ranking strategies, and robust handling
of ambiguous annotations, advocating for adaptive thresholding, dynamic context selection, and
domain-specific knowledge integration.
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Introduction

Scientific texts have always been and remain the primary source of new knowledge.
However, with the increasing volume of published materials, there arises a problem of
effective information extraction and structuring. One of the key tasks in natural language
processing is entity linking (EL), which involves matching mentioned concepts in texts
with corresponding entries in knowledge bases [1]. This article is devoted to the study of
this task important for scientific texts, where terms refer to words or phrases used within a
specific domain to precisely denote particular concepts, phenomena, or objects; entities
refer to the elements (entries) in the knowledge base. Solving this task opens up new
possibilities for creating intelligent systems capable of automatically analyzing scientific
publications, extracting key concepts, and linking them to existing structured knowledge.
Entity linking of terms to knowledge base entities is a complex task, the main
difficulties of which are associated with term ambiguity, differences in terminology across
disciplines, and the necessity of considering the context in which terms are used within
the text. Current EL methods actively employ contextual augmentation to improve linking
accuracy. The authors of [2] propose an approach based on Large Language Models
(LLMs) that generate additional context for entity mentions, helping to resolve
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ambiguities. The method includes dynamic context expansion of the query and semantic
ranking of candidates, which is especially useful for short or uninformative mentions. An
important advantage is its adaptability to different knowledge domains, making the
approach universally applicable to specialized knowledge bases.

The paper [3] presents a scalable EL method that works for 100 languages, including
rare and low-resource ones. The authors use bidirectional transformers (namely, mBERT)
and train the model on data with automatically generated annotations (so-called "weakly
labeled data™), employing knowledge distillation and cross-lingual transfer techniques. A
key feature of the approach is the efficient use of multilingual embeddings, which enables
high accuracy even for languages with limited training data.

The aforementioned works require vast computational resources, making efficient and
lightweight EL methods relevant under limited computing conditions. The authors of [4]
propose a system called ReLiK, which combines fast candidate retrieval based on indexed
embeddings with accurate ranking using lightweight neural architectures. This approach
demonstrates competitive accuracy at significantly lower computational costs compared to
LLMs, making it promising for academic research.

The paper [5] describes a method based on Dense Entity Retrieval (DER). Instead of
traditional approaches using sparse representations (e.g., TF-IDF or BM25), the authors
employ neural embeddings to encode both textual mentions and entity descriptions from
the knowledge base. This approach does not require training on labeled data specific to a
domain, as it relies on general semantic representations, making it especially useful for
rare or new terms. Such methods are promising for the Russian language, as they help
overcome the problem of limited annotated corpora by relying on multilingual
embeddings (e.g., from mBERT).

Overall, it can be observed that the majority of research in this area is focused on the
English language, with only a limited number of studies dedicated specifically to Russian
[6, 7]. However, research on Russian is highly relevant due to the need for the tools that
account for its rich morphology and the scarcity of annotated data. This paper proposes a
new algorithm for linking terms from Russian scientific texts to entities in Wikipedia.
Experiments were conducted on texts from four knowledge domains: information
technology, medicine, psychology, and linguistics.

1. Related work

In the traditional approach, entity linking is carried out in two stages: candidate generation
and candidate ranking.

Candidate Generation. Candidate generation in entity linking is the process of
selecting potential entities from the knowledge base that may correspond to a given term
in the text. This step reduces the search space, enabling more efficient ranking in the next
stage.

There are several approaches to candidate generation. One of them is the dictionary-
based approach [8-10]. A dictionary of names implies a mapping from a set of keys to a
set of possible candidates (values). For example, the term "field" is mapped to a set of
candidates including entities such as "algebraic field", "magnetic field", "agricultural
field", and so on.
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Another approach to candidate generation is the word form expansion technique. In
[11, 12], the term is enriched with contextual information.

Statistical information on term occurrences across various texts can also be used for
candidate generation. Based on this statistical data, a prior probability of the entity is
calculated. Prior probability provides an empirical estimate of the likelihood that a term
refers to a specific entity. For example, in [13], the authors propose an approach based on
the use of prior distributions.

Methods based on name dictionaries or prior probability computation require training
data. In such cases, pre-filled name dictionaries or pre-collected statistical information
about entities is used. These methods are not suitable for knowledge domains where
sufficient training data is unavailable.

In this paper, the Wikipedia search engine is used for candidate generation, allowing
reliance on the existing knowledge base with the same name. A similar approach is used
in [14]: dictionaries based on Wikipedia are applied to search for entities with similar
names (accounting for abbreviations, synonyms, and spelling variations), semantic
expansion of candidates using context (leveraging keywords and other mentions within
the document), and resorting to search engines if the first two methods do not yield a
sufficient set of candidates.

However, other search engines can also be used. For example, in [12, 15, 16], the
Google search engine is employed for candidate generation, while [17] uses Bing.
Subsequently, a filtering step is applied to the search results — only pages from
Wikipedia are selected.

This paper proposes an approach for working with unlabeled data. A similar approach
is used in [18], where the authors present a method for training an EL model without
annotated data. The paper employs surface matching between a term and the entity name
in the knowledge base. In surface matching, for each term, an entity is searched for in the
knowledge base whose name contains all the words of the term. This differs from the
approach used in this paper, where candidate entities are selected from the top n
candidates retrieved via a Wikipedia API search query.

Candidate Ranking. Candidate ranking is the process of ordering a list of potential
entity candidates by the degree of their relevance to a given term in the text. This stage
follows candidate generation and is used to select the most relevant entity, taking into
account the context. Candidate ranking involves measuring the similarity between the
term and entities in the knowledge base. As a measure of similarity, dot product or cosine
similarity between vector representations of the term and the entity is typically used.

Recently, attention mechanisms have been increasingly applied [13, 19-21]. In [13], all
words in the context and candidate entities are mapped into a vector space using pre-
trained word embeddings. The ranking of candidate entities is performed in two stages:
first, the local context of the term is analyzed, and then the results are refined by
considering all entities in the document. The model uses an attention mechanism to select
important words and takes into account relations between entities to improve prediction
accuracy, helping to avoid local errors and ensure consistent labeling.

A similar two-stage approach is used in [21]. The authors propose an iterative approach
to candidate ranking, where entities are linked sequentially, using the terms already
identified to refine the context. Two methods for entity selection are considered: selection
by highest confidence (confidence-order) and selection in the order they appear in the text
(natural-order). Experiments show that the first method performs better, as it allows for
the accumulation of global context, leading to more accurate entity linking.
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In [20], candidate ranking is performed using a cross-encoder, which combines the
term context and the description of each entity into a single input for a BERT model. The
model then evaluates the probability of each entity matching the given term, and the final
ranking is based on the output logits. This method significantly improves accuracy
compared to a bi-encoder, although it requires more computational resources.

The authors of [19] propose replacing the traditional two-stage entity linking process
with an end-to-end method, in which both terms and entities are encoded into the same
vector space. Unlike previous approaches, the model completely eliminates the use of
precompiled alias tables. Candidate retrieval is performed by encoding the term into the
vector space, followed by an approximate nearest neighbor search among pre-encoded
entities based on cosine similarity. An end-to-end method based on the BERT model is
also explored in [22].

In this paper, both a Convolutional Neural Network (CNN) and BERT are employed to
generate vector representations of terms from Russian-language texts and Wikipedia
entities. Although transformer-based models, such as BERT, have become widely used for
entity linking [20, 22], approaches based on convolutional networks have also been
applied successfully, as shown in previous studies [23, 24]. The decision to incorporate a
CNN in the current work was based on several factors. First, convolutional neural
networks are known to be effective at capturing local dependencies in data, which is
essential for understanding context. Second, CNNs have been shown to perform well even
on relatively small datasets—a particularly valuable property in the tasks where labeled
data is limited, as is the case in this study. Third, while transformer-based models may
offer higher accuracy, they require significantly more computational resources and
training time. In this regard, CNNs are considered less resource-intensive and faster to
train, due to their ability to process data in parallel.

2. Formal definition of the entity linking task

The entity linking task is defined as the process of mapping the mentions of entities
appearing in a text document to their corresponding canonical representations in a
knowledge base. Given a document D, which contains a set of entity mentions denoted as
M = {my,m,,..,m,}, and a knowledge base E = {e,e,, ..., e}, such as Wikipedia,
where each entity e; € E is uniquely identifiable and associated with a description
(including synonyms, semantic types, and other attributes). The task is to determine, for
each entity mention m; , the most appropriate entity e; , i.e., to find a mapping !

fiM - E U {NIL},

where f(m;) = e; if the mention m; refers to the entity e;, and f(m;) = NIL if no
suitable entity exists in the knowledge base. The NIL value is used to indicate that a

1t is important to note that multiple correct mappings may exist for a single mention.
In cases where a mention is ambiguously associated with several entities in the knowledge
base, a mapping is considered correct if it links the mention to any of the valid
corresponding entities.
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mention cannot be linked to any known entity. This formulation encapsulates the central
challenge of disambiguating entity references in text with respect to a given knowledge
base.

It should be noted that, as in [25], we focus only on the entity linking task, since the
named entity recognition (NER) step was performed beforehand and is not addressed in
our study. Also, in [25] each entity is represented by its title and description — though
additional fields exist in the database, only these two are used in the model. Embeddings
are generated based on the description field. This is conceptually similar to our approach,
where we use the "snippet” field of each Wikipedia entity as the basis for embedding
generation. This field serves a function analogous to the description used in [25],
providing a concise textual summary of each entity.

Despite these similarities, there are several key differences between the two
approaches. The authors of [25] rely on a locally stored knowledge base, whereas we use
Wikipedia as our primary source of entity information, accessed dynamically via its API.
This choice is beneficial because Wikipedia is continuously updated and maintained by a
global community, ensuring that the knowledge base remains current. In contrast, local
knowledge bases tend to become outdated unless they are regularly updated, which can be
resource-intensive. Moreover, the size and scope of a local knowledge base are inherently
limited. The knowledge base used in [25] includes only 13,125 entities, whereas
Wikipedia provides access to millions of articles across a wide range of domains.

3. Data description

For conducting experiments, we compiled a dataset consisting of abstracts from scientific
articles available in open access. The dataset includes texts in Russian from four scientific
fields: information technology, medicine, psychology, and linguistics. The average text
length is 216 words, and the total number of terms is 367.
Before inputting the data into the entity linking algorithm, preliminary processing was

performed, which involved four stages:

— term annotation,

— term extraction,

— morphological cluster identification,

— deduplication.

1) Term annotation. In the scientific abstracts, two types of entities were annotated:
TERM and VALUE. The TERM entities refer to words or phrases used within a specific
domain to denote precisely particular concepts, phenomena, or objects. For example, in
the field of information technology, the terms include names of methods, architectures,
models, programming languages, etc., while in medicine, they include the names of
diseases, symptoms, drugs, diagnostic procedures, and so on. Abbreviations are also
considered terms. The VALUE entities are numerical values combined with additional
information (context or unit of measurement), such as quantitative or qualitative indicators
used to describe specific data that can be measured or evaluated.

Each entity is assigned a unique identifier. Entities are annotated in the [ Term |
Identifier | Label ] format. The label TERM indicates that the selected word sequence is a
term; the label VALUE is used for numerical values.
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The original texts were initially annotated using the gpt-4o-mini model. This was
followed by manual correction, with two annotators working on each text. To avoid
inconsistent annotations, a detailed annotation guideline with descriptions and examples
was developed in advance. In the final stage of annotation, a moderator resolved any
remaining ambiguous cases according to this guideline. Inter-annotator agreement was
measured using the standard statistical measure — Cohen's kappa. For the prepared
dataset, an average kappa value of 0.73 was obtained, indicating high annotation quality
[26].

2) Term extraction. For convenience in further processing, terms (entities of type
TERM) are separated from the annotated text and extracted into a dedicated block. In the
entity linking algorithms, only TERM-type entities are considered; VALUE-type entities
are not taken into account.

3) Morphological cluster identification. A term may appear multiple times in a text or
in different word forms (e.g., different cases, singular and plural forms). For example (see
Fig.1), the term “Web-cepBucos” appears twice in a text. After the term detection stage,
two separate entities would be identified: "Web-cepsucos | T1 | TERM" and "Web-
cepsucos | TS | TERM", each with its own unique identifier. During the morphological
clustering stage, identifiers of the same term and its various word forms are grouped into a

single cluster.

abstract annotation entities clusters deduplicated

Mosenerne Web-cepeucos  MosiBnexne T1 TERM Web-cepencoB { MosiBnexne

KaK OTKpLITbIX KOMNOHeHToB, [Web-cepencoB|T1|TERM] kak T2 TERM OTKpbITLIX "hasClusters™: true, [Web-cepeucos|T1|TERM] kak
NOANEPKUBAIOWLNX TMOKNA M [OTKPBITHIX KOMMOHEHTOB "clusters™: [["T1", "T5"], [OTKPbITbIX

Hepgoporon Habop KoMnoHeHToR| T2|TERM], T3 TERM pacnpegeneHHbix  ["T9", "T17"]] KoMnoHeHToB|T2|TERM],
pacnpefeneHHbIx noaaepXMBaloLLMX rUGKUi 1 NPUNOXEHNA } noAepXuBaKOLLX rMBKui n
NPUNOXEHWA, 3 TaKKe UX Heaoporoi Habop T4 TERM Hegoporoi HaGop
MCNoMb30BaHKe B Ka4ecTBe  [pacnpeaesneHHbix NporpamMmMHo-annaparHbix [pacnpegeneHHbix
NepcneKkTUBHOTO pelueHnst npunoxeruii| T3|[TERM], a pecypcos npunoxeHnii|T3|TERM], a

[ANA MHTErPaunN ¢ ApYrimMmn
NPUNOKEHUAMU 1
nocTaBLWyKamu
NPOTPaMMHO-aNNapaTHBIX
pecypcoB, 04€Hb
BocTpeBGoBaHo.

TaKKe UX MCMoNb3oBaHue B
Ka4YecTBe NePCNEKTHBHOMO
pelueHnsl Ans MHTerpaLum ¢
APYTIMU NPUNOKEHUAMN 1
nocTaBLUKamMu
[MporpammHo-annaparHbIx

T6 TERM Web-cepBuceB

T6 TERM (hyHKUMOHANBHOCTb
CUCTEMbI

T7 TERM UHTepHeT

T8 TERM OTKPbITbIX
NpoTOKOnoB

TaKKe NX UCNoMbL30BaHKe B
Ka4ecTBEe NepCneKTUBHOTO
pelleHns ANs UHTErpaLun ¢
APYTMMN NPUNOKEHNAMK 1
nocTaBLMKaMKU
[MporpamMMHo-annapaTHbIX

VicnonessoeaHue pecypcoB|T4|TERM], o4eHb T9 TERM obGecneyeHns QoS pecypcoB|T4|TERM], o4eHb
Web-CcepBIUCOB yNpolaeT U BocTpe6oBaHo. MicnonbsosaHue T10 TERM pacnpefeneHue BoCTpe6oBaHo. Micnonb3oBaHue
ynywaer [Web-ceperncos|T5|TERM] MOTOKOB 3aMnpocoB [Web-cepeucog|T1|TERM]
(PYHKUMOHANBLHOCTL ynpoLiaet v ynyywaer T11 TERM nnKoBbIX ynpowaeT 1 ynyyaet

CHCTEMbI 13-3a AOCTYMHOCTH
B3aNMOAEICTBHS NPOrpaMm
ApYr € ApyroM Yepes
VIHTepHeT ¢
MCMOMb30BAHNEM OTKPBITHIX
npoTokonos. Takum
0GpasoM, HeoOXoanmo

[(YHKLMOHANBHOCTb
cuctembl|T6| TERM] n3-3a
[OCTYNHOCTN B3aUMOeicTemNs
MPOrpamMm Jpyr ¢ APYroM Yepes
[WHTepreT|T7|TERM] ¢
UCNOMb30BaHMEM [OTKPBITBIX
npoTokonos|T8| TERM]. Takum

Harpyskax

T12 TERM guHamun4eckoro
pacnpefqeneHusl 3anpocos
T13 TERM HenpepbiBHOCTL
nepepa4u u obpaboTkn
[aHHBIX

T14 TERM

Figure 1. Data processing pipeline

[PYHKLIMOHANEHOCTE
cnctemel| T TERM] ns-3a
[AOCTYNHOCTY B3aNMOfeNCTBIS
nporpamm Apyr ¢ Apyrom Yepes
[MHTepHeT|T7|TERM] ¢
VCMONb30BaHUEM [OTKDbITBIX
npoTokonos| T8I TERM]. Takum

4) Deduplication. In the annotated text, duplicate occurrences and all word forms of
the same term are assigned the same identifier. The unique identifier is selected as the first
one from the morphological cluster formed in the previous step. Deduplication allows for
unambiguous identification of each term.

4. Entity linking algorithm

The proposed entity linking algorithm consists of three main stages:
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—  Searching for links in Wikipedia;
—  Calculating semantic similarity;
— Ranking the links found.

Searching for a specified number of Wikipedia links by term. Interaction with
Wikipedia is carried out through its API. The input data for the search are the term and the
number of links. For each found entity, the API returns a short description of the link's
content in the snippet field. This field is used to calculate semantic similarity in the next
step of the algorithm. An example response is shown in Appendix A.

Calculating semantic similarity between the short description of the link's content
and the term. The semantic similarity between the target term and the candidate links
found in the first step is computed based on the descriptions from the snippet field of the
Wikipedia API response using cosine distance. For this purpose, both the term itself and
the text from the snippet field are represented in a vector form.

In this work, we examine two methods for obtaining vector representations. The first
method uses the ru_core_news_md model, which is part of the spaCy library. The second
method employs the BERT model [27]. Then, to determine semantic similarity, we
calculate the cosine distance.

The SpaCy-based method consists of the following steps.

Tokenization. The input text is first tokenized using spaCy's default tokenizer
(spacy.Tokenizer.v1)?, which splits the text into individual tokens. These tokens are then
stored in a Doc object — a structured container that holds all linguistic annotations®.

Obtaining vector representations for each token in the text. The spaCy library does
not provide the ability to train vector representations but uses pre-trained ones instead *.
The ru_core_news_md model employs vector representations from the Navec library®,
which were obtained using the GloVe algorithm [28], trained on fiction literature,
followed by a quantization of the vector representations®.

Obtaining the vector representation of the text. The vector representation of the text is
computed as the arithmetic mean of the vectors of the tokens contained in the text.

The BERT-based method uses the RUBERT-tiny2 model’, which is a lightweight
Russian-language version of the BERT model.

In the previous method, the vector representation of the text was obtained by averaging
the vector representations of each token. Since BERT is a transformer-based model, this
approach generates the text's vector representation through a more sophisticated process,
leveraging the principles of self-attention.

Ranking the found links by semantic similarity. For each Wikipedia link found, the
algorithm calculates the semantic similarity between the vector representation of the
scientific term (along with its context) and the entity description from the snippet field for
that link. Based on the obtained semantic similarity value, the Wikipedia links are ranked
from the most semantically similar to the least similar. As a result of the ranking, the link
with the highest semantic similarity value is selected and linked to the scientific term.

2 https://spacy.io/api/tokenizer

% https://spacy.io/api/doc

* https://spacy.io/usage/embeddings-transformerst#static-vectors
® https://github.com/natasha/navec

® https://natasha.github.io/navec/

" https://huggingface.co/cointegrated/rubert-tiny2
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5. Experimental results

Experiments were conducted for different values of context window size and number of

links. The main experimental results are presented in Table 1.

Table 1. Experimental results

SpaCy model

Number | Context Precision, % | Recall, % F1-score, %

of links window size

5 0 18.1818 22.7642 20.2166
10 19.4805 24.3902 21.6606
100 17.8571 22.3577 19.8556
1000 17.8571 22.3577 19.8556

10 0 12.9870 16.2602 14.4404
10 10.7143 13.4146 11.9134
100 9.0909 11.3821 10.1083
1000 8.1169 10.1626 9.0253

RUBERT-tiny2 model

5 0 17.8571 22.3577 19.8556
10 18.1818 22.7642 20.2166
100 21.7532 27.2358 24.1877
1000 19.1558 23.9837 21.2996

10 0 8.7662 10.9756 9.7473
10 10.3896 13.0081 11.5523
100 13.9610 17.4797 15.5235
1000 11.3636 14.2276 12.6354
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The best performance achieved by spaCy was 19.48% precision, 24.39% recall, and an
F1-score of 21.66%. In comparison, the RUBERT-tiny2 model achieved higher precision
of 21.75%, recall of 27.24%, and a comparable F1-score of 24.19%.

Across all experimental settings and parameter configurations, the performance of the
RuBERT-tiny2 model is comparable to that of the spaCy-based approach, with the
relative effectiveness of each method depending on the context window size. Specifically,
RUBERT-tiny2 outperforms spaCy when larger context windows are used, which can be
attributed to its ability to capture and utilize richer semantic information from extended
textual context.

Interestingly, however, increasing the context window beyond a certain point leads to
performance degradation. In particular, when the context size is expanded from 100 to
1000 tokens, the performance of RUBERT-tiny2 declines. This suggests that a context
window of 100 tokens is sufficient for the model to make accurate linking decisions, and
that additional context does not contribute meaningful signal. Instead, larger contexts may
introduce extraneous or irrelevant information—commonly referred to as "noise"—which
can interfere with the model’s ability to correctly rank candidate entities.

In contrast, for smaller context windows, the spaCy-based model achieves better
results, suggesting that its rule-based and syntactic features are more robust in data-scarce
contexts, where deep contextual models like RUBERT-tiny2 cannot fully utilize their
representational capacity. This indicates that the effectiveness of RUBERT-tiny2 is highly
dependent on the availability of sufficient contextual information. When such information
is limited, simpler models like spaCy may provide more reliable performance.

Our analysis has revealed a fundamental limitation tied to the completeness of the
underlying knowledge base, which significantly impacts the overall system performance.
In numerous instances, the initial retrieval stage, responsible for generating a list of
candidate entities from Wikipedia, fails to include the correct entity altogether. When the
ground truth link is absent from this candidate list, no subsequent step—regardless of its
sophistication in disambiguation or ranking—can produce a correct linking result. This
highlights that the quality and coverage of the knowledge base serve as an upper bound
for the system's potential accuracy. Future work could explore strategies to augment the
candidate generation process.

Following the candidate retrieval component, the ranking of these candidates
contributes to the second most significant impact on the system'’s final accuracy. Errors at
this stage lead directly to incorrect entity linking, even when the correct candidate was
successfully retrieved. Improving the candidate ranking component is therefore a high-
priority task for future development.

6. Discussion

Errors made by the entity linking system using Wikipedia as a knowledge base can be
categorized into three main types:
— search errors, which occur when the correct entity is not retrieved during
candidate generation;
— ranking errors, where the correct entity is among the candidates but is incorrectly
ranked below others;
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— annotation errors, which stem from inaccuracies or ambiguities in the ground
truth data used for evaluation.

Search errors. This category includes cases where a term was linked to an incorrect
entity due to peculiarities in the Wikipedia search algorithm. In such cases, the correct
entity is missing from the search results. Two scenarios are possible: either the correct
entity is absent from Wikipedia entirely, or the correct entity exists in Wikipedia but does
not appear in the search results. In the first case, if the algorithm operates correctly, the
term should remain unlinked. The second case is more interesting. A correct entity might
not appear in the results for two reasons. The first reason is a peculiarity of the Wikipedia
API search algorithm itself. For example, the entity may have been added to Wikipedia
recently and has not yet been indexed (see the previous section on indexing). Therefore,
such entities will not appear in search results. In this case, it is reasonable to consider the
algorithm's behavior correct if the term remains unlinked. The second reason is an
incorrectly formulated query. Errors of this type need to be analyzed separately to
understand how queries can be adjusted to ensure that the correct entity appear in the
search results. An alternative approach is to employ a different knowledge base that is
better suited—or more complete—for the specific task at hand.

Ranking errors. This category includes cases where the correct entity is present in the
search results, but during the ranking stage, it did not receive the highest semantic
similarity score with the term. In such cases, it is necessary to examine the algorithm
responsible for generating vector representations and computing semantic similarity.
Potential remedies include fine-tuning the current model to produce more accurate
embeddings or exploring the use of an alternative model altogether.

Annotation errors. This category includes cases where the annotator has linked a term
incorrectly. Of particular interest are terms with ambiguous annotations. Sometimes even
experts struggle to determine which entity corresponds to a given term. When multiple
options are equally valid, it is reasonable to consider the algorithm’s performance correct
if it links the term to at least one of the valid candidate entities. For example, the term
"uccneoosanue" ("research") could correctly refer to either
https://ru.wikipedia.org/wiki/Y nprpa3sBykoBoe _mccienoBanmue or
https://ru.wikipedia.org/wiki/Knunuueckoe wuccnenoBanue. In some cases, the annotator
may lack sufficient expertise in the subject area to judge whether a term has been linked
correctly. For instance, the term "eudpoxcunaza™ ("hydroxylase™) might correspond to
https://ru.wikipedia.org/wiki/21-ruapoxcunasa, but without expert medical knowledge, it
can be difficult to evaluate the correctness of this link. To reduce annotation errors
stemming from ambiguous or incorrect labeling, it is essential to provide annotators with
detailed annotation guidelines and to ensure that the annotation task is performed by
domain experts.

It should be noted that the completeness of the knowledge base affects the result
quality. The algorithm links a term to an entity based on semantic similarity. Therefore, if
the knowledge base does not contain an entity suitable for a given term, the algorithm will
link the term to the entity with the highest semantic similarity. This approach may reduce
the algorithm’s accuracy, as the term will be linked to an incorrect entity. One possible
solution is to introduce an empirically determined threshold for semantic similarity: if the
semantic similarity between a term and an entity is below this threshold, the algorithm
should not link them. Future research will include experiments to determine an optimal
threshold value.
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Conclusion

This paper studies the task of linking terms from scientific texts in Russian with entities of
Wikipedia. We propose a new algorithm and present the results of experiments comparing
RuBERT-tiny2 with spaCy across various context window sizes and number of links. The
results show that RUBERT-tiny2 performs better with larger context windows, leveraging
deep semantic features for more accurate disambiguation; however, performance degrades
when the context exceeds 100 tokens, likely due to the introduction of irrelevant
information or "noise.” In contrast, the spaCy-based approach proves more robust in
settings with limited context. The effectiveness of RUBERT-tiny2 is highly context-
dependent, while simpler models remain competitive when contextual information is
sparse, highlighting a trade-off between model complexity and contextual sufficiency in
entity linking for Russian scientific texts.

Analysis of errors reveals three primary sources of failure: search errors, ranking
errors, and annotation errors. Search errors arise when the correct entity is absent from
candidate results, either due to gaps in the knowledge base or limitations in the Wikipedia
API’s indexing and retrieval mechanisms. Ranking errors occur when the correct entity is
retrieved but fails to be selected due to suboptimal semantic similarity scoring. Finally,
annotation errors highlight inherent ambiguities in the ground truth data, especially in
cases where multiple valid interpretations exist or where expert domain knowledge is
required to make a correct judgment.

Importantly, the completeness and quality of the knowledge base—Wikipedia, in this
case—directly impact system performance. When no suitable entity exists for a given
term, the model may still produce an incorrect link based on the highest available (but
insufficient) semantic similarity. To mitigate this, introducing a threshold for semantic
similarity could prevent overconfident false links, allowing the system to abstain from
linking when certainty is too low.

While modern contextual models like BERT significantly advance the state of entity
linking, further improvements will require not only better algorithms but also
enhancements in candidate retrieval, more robust query formulation, refined ranking
strategies, and careful handling of ambiguous or missing annotations. Future work should
focus on adaptive thresholding, dynamic context selection, and integration of domain-
specific knowledge to further improve performance and reliability.
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Appendix A

Listing 1. Example response from Wikipedia API

"batchcomplete": "",
"continue": {
"sroffset": 5,
"continue": "-||"
Yy
"query": {
"searchinfo": {
"totalhits": 153887
Yo
"search": [
{
"ns": O,
"title": "VccrnemoBaHue",
"pageid": 1503989,
"size": 11327,
"wordcount": 530,
"snippet": "okpyXawnumero
Mmpa . Takoe <span
class=\"searchmatch\">uccnenoraumne</span>
MOXET VIMETb npakTudeckKoe IpUYMEHEHNE .
PasnuuamnT AMIIMPUUECKOE u TEeopeTUudeckKoe
<span
class=\"searchmatch\">uccnemosanme</span>.
OHO cTpomuTCcsa ciaenyouuMm",
"timestamp": "2025-07-
16T10:39:352"
Yo
{
"ns": O,
"title": "YIbTpasByKOBOE
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ucciaemosaHue",
"pageid": 74119,
"size": 73170,
"wordcount": 4344,

"snippet": "YaIbTpasBYKOBOE
<span
class=\"searchmatch\">uccnenosanue</span>
(Y3I), coHOoTpadmsa — HeMHBA3MBHOEe <span

class=\"searchmatch\">uccrnenoraume</span>
opraHM3Ma UYeJioBeKa WM XMBOTHOI'O C I[IOMOULIO
YIIBTPA3BYKOBEIX BOJIH. dum3mueckaa",

"timestamp": "2025-07-
16T10:14:362"
Yo
{
"ns": O,
"title": "KJIMHMUEeCcKoe

uccijaemoBaHue",
"pageid": 50457,
"size": 1470360,
"wordcount": 8940,

"snippet": "KIMHUYEeCKOe
<span
class=\"searchmatch\">uccrnenosanue</span> —
HaydHOE <span

class=\"searchmatch\">uccnenoraume</span> c
yyacTueMm JioIeMr, KOTopoe IMNPOBOOMTCS C LeJbio
OLeHKM HPPEKTUBHOCTM UM OE30MINaCHOCTM HOBOTO
JlekapcTeeHHOTO",
"timestamp": "2025-07-
24T11:43:44z"
Yo
{
"ns": O,
"title": "HayuHoe
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ucciaemosaHue",
"pageid": 1312974,
"size": 15564,

"wordcount": 889,
"snippet": "3HaAHUM. Buoer
VCCJIeIOBaHMN : dyHIaMeHTaJIbHOEe <span

class=\"searchmatch\">uccnemosaune</span> —
TEOpEeTUUYeCcKoe WJIM DKCIEPMMEHTAJIbHOE HaydHOe
<span
class=\"searchmatch\">uccnenoraumne</span>
OCHOBOIIOJIaT'animMx ABJIEHUN, 0a30BHEIX
[IPMHUUIIOB",
"timestamp": "2025-05-
20T21:08:012"
Yo
{
"ns": O,
"title": "ComHue",
"pageid": 633,
"size"™: 219617,
"wordcount": 13086,

"snippet": "CexTPpOMEeTP
YIIBTPa@mUoOJIeTOBOTO Irarna30Ha . OCHOBHOM
3amaden Hinode ABJIAETCH <span

class=\"searchmatch\">uccnenoraumne</span>
AKTUBHEIX IIPOLIECCOB B COJIHEUHOM KOPOHE U
YCTAaHOBJIEHME UMX CBA3M CO CTPpyKTypom",

"timestamp": "2025-07-
18T08:08:392"

}




