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On the numerical modeling
of the World Ocean circulation
in the sigma coordinate system*

E.N. Goloubeva

The World Ocean Circulation Model based on the ¢-coordinate transformation
was modified to improve the pressure gradient force approximation and the diffusion
transport presentation. The model was integrated for 1000 years to reproduce the
general circulation and the thermohaline distribution for the World ocean.

1. Introduction

The terrain following the o-coordinate system is one of approaches used
in the ocean dynamic modeling for treatment of the vertical coordinate.
Among the ocean numerical models employing the o-coordinate system are
the Princeton Ocean Model [1], and the Spectral Primitive Equation Model
2], which are usually used for research into the limited regions. Starting
in the 80s, two russian ¢-coordinate models were developed for the climate
study in the World Ocean basin [3-8].

Numerical ocean models, employing the o-coordinate transformation,
have at least two main problems to be solved, namely, to make the correct
approximation for the horizontal pressure gradients and to realistically de-
scribe the diffusion transport processes. Since the 70-s the question about
errors in computing the pressure gradient force in the numerical weather
prediction models employing the o-coordinate system was brought to atten-
tion of the ocean modellers. The estimates for these errors depending on
topography, stratification and grid spacing were represented in [9] and [10].
There have been many attempts to improve the situation and to reduce
the pressure gradient errors. A number of methods have been proposed,
namely: subtracting a mean vertical density before computing the pressure
gradients, implementing a high-order discretization of the pressure gradi-
ent term, calculating the pressure gradient on the basis of the z-coordinate
approach. The references to these approaches can be found in [11]. The
question about the energy and momentum consistency for different pressure
gradient approximations in the o-coordinate system was investigated in [12].
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The second important question is an accurate calculation of the diffusive
transport processes. For us this problem was firstly detected when the World
Ocean Circulation Model (hereafter the WOCM) based on the o-coordinate
transformation was developed in the Laboratory of Oceanography of the
Computing Center of the Siberian Branch, Russian Academy of Sciences in
the 80s [3-5]. In 1985, Mellor and Blumberg [13] wrote that the full transfor-
mation formula for the diffusive transport terms brought about serious errors
on the sloping bottoms and proposed an approximate formula by neglect-
ing the cross-derivative terms in the transformed diffusive operator. Most
of the numerical modeling experiments, based on the o-coordinate models,
employ this approximation. The neglection of the cross-derivative terms
could not improve the situation as it resulted in the spurious diffusion de-
pending on the model topography and generated the topography-dependent
thermocline distribution followed by considerable errors in the deep layer
ocean circulation. The work by Huang and Spaulding [14], represents a new
formula for the horizontal diffusion to provide a realistic calculation, but the
numerical test for only 30 days of integration is provided as a proof of the
problem solution. In 1998, Moshonkin et al. [7] used a new representation
of the horizontal heat and salt exchange in their World Ocean o-coordinate
model [6-8], which corresponds to the exact transformation formula. The
authors wrote that including the cross-derivative terms for the calculation
of the horizontal turbulent heat and salt exchange leads to a decrease in
temperature in the deep oceanic layers, approaching the real distributions.

Starting with the first goal of comparison between the ocean models
employed different numerical techniques for the treatment of the vertical
coordinate, namely, the horizontal z-levels, reducing the observed topogra-
phy to a series of steps, and the o-coordinate system, we had to make some
changes in the main o-model code [3-5], connected with the solution of the
previously described problems. For the first problem solution we used the
z-coordinate based on pressure gradient calculation. When dealing with the
diffusion transport problem, an unexpected idea based on the contrast with
the previously used method [15] helped to obtain an appropriate solution.
These improvements enables us to run the long-period integration on the
basis of the sigma-coordinate World Ocean circulation model and to make
a comparison with the same results for the z-level based model [16]. In
this paper, we just focus on the main numerical peculiarities in the ocean
modeling based on the o-coordinate system.

2. The o-coordinate approach and its problems

The topography-following o-coordinate system widely used in the oceano-
graphic community was first introduced by Phillips [17], for the numeri-
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cal modeling in weather prediction. With the framework of this approach,
the Cartezian coordinates (z,y, z) are transformed to the sigma coordinates

(m,y,a) by
z

N H(Z:y)’ ()

where H(z,y) is the bottom topography. The new vertical coordinate o
increases from o = 0 at the sea surface to the ¢ = 1 at the ocean bottom
for any oceanic point, and when applied the vertical grid has now the same
number of points for any water column independent of the water depth.
The mathematical equation model formulated in the o-coordinate system
have some disadvantages which should be overcome to have reliable results
of numerical modeling.

T.=2, Y=Y,

2.1. Pressure gradient approximation. The first of the most signifi-
cant disadvantages of models based on the o-coordinate transformation is
poor approximation of the horizontal gradients in the vicinity of the steep
topography slopes. According to the vertical coordinate transformation the
horizontal pressure gradient in the new coordinates can be expressed as:

8p Op o OHGp

bz = Bz,  Hz. o’ @)

The use of this equation corresponds to evaluating a small term gﬁ as sub-

traction of the two large ones 3% and ﬁg'ﬁ?‘; Caused by inessential trun-
cation errors in these two terms approximation, serious errors can occur in
the pressure gradient followed by artificial flows in numerical results, es-
pecially in the vicinity of a steep slope, where the grid cells are vertically
stretched. It is the so-called “hydrostatic inconsistency” [18, 9]. In fact, if
we want a grid to be “hydrostatically consistent”, then we have to set the
spatial discretization according to the following constraint:

Az bH _ Ac

H 52 < = (3)
where Az and Ao are the grid sizes in the horizontal and the vertical direc-
tions, respectively. This condition requires a high horizontal resolution near
the steep bottom slopes, or it restricts the inclusion of the realistic bottom
topography and cannot be practically used. So, we generate the numerical
grid which does not satisfy the criteria for the sigma-coordinate approach
at any grid point exactly, but we still wish to employ this approach. The
point resulting from this situation can be found in some deviation from the
whole conception. As one of the approaches, we have evaluated the horizon-
tal pressure gradient on the basis of the z-level coordinate system (18, 19].
The recent investigation by Kliem and Pietrzak [11] have shown that the
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z-level-based approach is the simplest and effective to reduce the pressure
gradient errors.

Remark. When working with a three-dimensional model using the separate
mode approach, it is strongly recommended to use an integrated pressure
gradient approximation in barotropic equations, the same as it was chosen
for the baroclinic system. Otherwise, artificial circulation cells can occur in
the picture of the volume transport function distribution.

2.2. Modeling of horizontal diffusion. On the time interval 0 < ¢ < T,
we consider the diffusion transport processes of some substance T'

or 8 ér &8 or 5

B = 05"z T 5:"5x ®)
For the sake of simplicity the description is conducted in the section (z,2)
of the ocean basin. Here: z is the horizontal coordinate, 2 < z < @, z is
the downward vertical coordinate increasing from the ocean surface z = 0
to the bottom topography H(z); u and v are the horizontal and the vertical
diffusion coefficients, respectively. If the coordinate system transformation
(1) is used, our section of the ocean basin becomes a rectangle in the new
coordinate system (z, o), and then equation (5) will be the following:

ar

He = LT, (6)
where
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and H, = %I;’. The discrete analogue to equation (6) has been obtained
through the use of the Finite Element Method (FEM) in which we employ
linear basic functions. This method was the main technique used in our
WOCM [3-5].

To obtain a numerical analogue, we set the regular grid zi, o, with
the grid spacing Az, Ac on the rectangle section (z, o) and denote it as €.
Proceeding further, we make triangulation of a grid area {2 with diagonals in
both positive and negative directions depending on the topography gradient
(Figure 1). Let the unknown substance T be approximated as

T= Y wyTi, (7)
iken

where wy;, is piecewise linear, which is equal to 1 at a grid node (i, k) and to
0 at all others. The use of the Galerkin procedure for equation (6)

f B yda = f LTwidQ . (8)
a Ot n
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Figure 1. A numerical grid triangulation based on the topography gradient sign.
The FEM basic functions. The numbers of triangles used in numerical scheme are
ranged within 1 to 6

and substitution of approximation (7) yields a system of algebraic equations
for the nodal points unknowns Tj;, which can be written in the matrix form:

or
Ma = LzgT + LgoT + Lz T,

where M is the grid operator
MT = T, H; / wird,
Q

and Lzz, Loy, Lz, are one-dimensional operators in the horizontal direction,
vertical direction, and the direction inclined at a positive or negative angle
with the horizontal direction depending on a topography gradient:

LzoT = ai-1Tio1 ~ (ai-1 + ai)Tig, + aiTiqa
LoeT = bg_1Ti k-1 — (3k—1 + bi) Tix + b3 T; k41

and L., depending on the 'grid triangulation.  For deepening topography,
when Hi-l-l >H; > H; 4

LooT = ¢j1Tio1k-1 — (€j-1 + ¢;) Tk + ¢;Tiv1 k1,

and when H;.y < H; < H;
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LzoT = ¢j1Ti—1 k41 — (-1 + ¢5)Tik + ¢;Tip1 k-1

In these expressions

o 1 (uH #crIHzl)
%= LluAa Az (Az + Ac da,

1 v o?H?
b = /AM‘ &o (HAcr TH HAa:) o

N po |Ha|
G = ./;wm, AzAz da,

when H; 1 > H; > H;_;. Here A;, ..., Ag are the grid domain triangles as
denoted in Figure 1. When the opposite triangulation is used (in the case of
H; 1 < H; < H; 1), we have the same expression for the coefficients except
for by which is calculated on the basis of the triangles As U Ag and ¢ — on
the basis of A; U As.

Following [20], we introduce the splitting algorithm to overcome the dif-
ficulties associated with solution of the two-dimensional problem

T™* ™
MA_t — LooT" = Ma + LygT™ + 2Ly, T™ + 2L,,TT,
+1 *
MT;t — Ly, T = M% — L. T".

We do not specify the boundary and the initial conditions here as they
can be different, generally used for the description of the diffusion transport
processes. Numerical tests were conducted for a simple diffusion problem
in two-dimensional closed basin coinciding with a cross-section of the model
ocean basin with real topography. To make sure about the possibility to
apply the new method to an ocean problem, we took the meridional cross-
section with a steep bottom slope and the same numerical grid (4.5° latitude
and 21 vertical levels) as we were going to do with the WOCM. Initially,
the isothermal basin with temperature ¢t = 0°C had a heat source ¢t = 25°C
independent of latitude at the sea surface. Figure 2 represents 100 years of
the numerical simulation for the horizontal diffusion coefficient later used in
the climate model experiment (Section 3). The comparison was made for
the same problem when using the approximation formula [13]. In contrast to
the case of the approximation formula, the new approach enables obtaining
quite a good isotherms distribution for the upper 1000 m layer. The isotherm
2°C has the most irregular behavior which can be a result not only of errors
in the numerical algorithm, but a result of a long integration in the irregular
region and the linear interpolation from the o-levels. It should be noted that
the approach described was an unexpected development of the previgusly
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Figure 2. The temperature distribution in the diffusion transport test after 100
years-simulation using different approaches: (a) Goloubeva; (b) Mellor and Blum-
berg [13]

used method [15], employed in our World Ocean Model ([3-5]) In this
method, the two-dimensional grid operator was split to a series of the three
one-dimensional operators, each of them being positive semidefinite. In this
case, for the condition Lz, to be positive semidefinite, the required grid
triangulation should be in the opposite direction tothat presented here and
a strong restriction for the operator L should be satisfied. As a result we
can use either a very smoothed bottom topography or some multiplication
coefficient less than 1 for the cross-derivative operator L,,. With the new
triangulation described in this paper we strengthen the operator L, and
obtain absolutely ‘bad’ L., for every grid node. The idea to put the ‘bad’
operator Ly, into the right-hand side of the split system made the problem
solution successful. The new constraints on the topography gradient should
be investigated. We have not done it in this work, just have convinced
ourselves that the numerical test on the steepest grad1ent in the model
topography gave an appropriate result.

3. The World Ocean Circulation modeling

The techniques described were incorporated into the three-dimensional
World Ocean Circulation Model in the o-coordinate system, which has been
developed in the Laboratory of Oceanography of the Computing Center of
the Siberian Branch of the Russian Academy of Sciences [3-5]. The control
run was spun up to explore the possibility of using the sigma coordinate
ocean model for the climatic investigation. Can this model reproduce the
large-scale global oceanic dynamics without using any robust technique in
the deep ocean? The model was applied to the global ocean basin restricted
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to 73°N with approximate coastal boundary and a smoothed version of the
real World Ocean bottom topography. A coarse horizontal mesh has a grid
spacing of 3.75° longitude and 4.5° latitude. There were 21 unequally spaced
vertical levels increasing downward.

The surface forcing was taken from the well-known climatological atlases.
The model was forced at the sea surface by seasonally varying climatological
boundary conditions of temperature, salinity, and wind stress. The surface
monthly mean values were linearly interpolated to give daily forcing. The
wind stress climatology used was that by Hellerman and Rosenstein [21].
Temperature and salinity are damping towards the climatological values by
Levitus ([22, 23]) with uniform restoring time-scales of 30 days for temper-
ature and 50 days for salinity. The specific feature of using this technique
in the sigma-coordinate model is discussed in [16).

Values of model parameters are similar to those frequently used in the
coarse resolution model studies. The horizontal (AMH) and the vertical
(AMYV) viscosity coefficients are taken to be constants independent of the
depth (AMH = 2.5-10° cm? /sec; AMV = 50 cm?/sec). The vertical diffusion
(AHV) is lowest in the surface layer (0.3 cm?/sec), increasing below the ther-
mocline (following Bryan and Lewis [24]) toward a maximum of 1.3 cm?/sec
in the deeper model levels. The horizontal diffusion AHH = 107 cm?/sec in
the surface level gradually decreases towards 0.5 - 10° cm?/sec at the depths
([25)).

All the forcing data and grid configuration were chosen to maintain the
consistency with the paper by M. England [25]. No deep accelerated time
stepping was used during the experiment.

The model was starting from the ocean at rest with uniform thermoha-
line fields (2°C and 34.70 psu) independent of the depth. It took about 50
years of modeling to obtain the quasi-steady ocean circulation in the up-
permost 500 m layer. The model was integrated over 1000 years more to
obtain a relatively steady state for the deep ocean. Here we represent the
annual-mean distribution of model characteristics at the end of numerical
integration.

3.1. Horizontal circulation. Figure 3 shows the vertical integrated vol-
ume transport stream function. We just pay attention to the famous points
of the picture. One can detect the established main subtropical circulation
with some western intensification. Weak tropical and subpolar cell can be
seen as well. The most intensive in the picture is the Antarctic Circumpolar
Current. We should note that the coarse grid spacing could not permit us to
obtain the realistic value of the velocity currents and their volume transport.

Starting from the subsurface upper oceanic layer (Figure 4a) the model
results represent the main large-scale ocean currents in both hemispheres,
such as the western boundary currents, the Equator Undercurrent and the
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Figure 3. Horizontal stream function. Transport is shown in Sverdrups
(1 sv = 10" cm3/s)

Antarctic Circumpolar Current. Proceeding further, down to the interme-
diate layer we watch the disappearance of the well-established circulation
structure. From 2000 down to 3000 m the model reproduces the west bound-
ary flow from the North Atlantic to the South Atlantic (Figure 4b). This
flow meets the ACC water at vicinity 45°S and turns to the east flowing
further with ACC into the Indian ocean as an undercurrent to the Agulhas
current in the West Indian Ocean. The bottom layers contribute basically
to the meridional motion (Figure 4c). The circulation is represented with
the northward flow from the Antarctic region to the three oceans and the
southward flow in the eastern part of the South Atlantic and the Indian
Ocean.

3.2. Meridional circulation. Figure 5 represents the meridional over-
turning circulation for different oceans. This pattern summarizes the main
flow movement, which was already pointed out.

The global meridional circulation in the uppermost 500 m is mainly in-
duced by the wind. Two shallow tropical cells represent the surface poleward
Ekman transport for both hemispheres which is compensated by upwelling
in the equatorial zone. In midlatitudes, the wind forcing intensifies the equa-
torward Ekman transport which, together with tropical poleward transport
both generate the convergence zone in subtropics. Here the sinking branch
is the part of the next circulation cell can be seen in each hemisphere. The
cell in the Northern Hemisphere is very shallow and weak. On the contrary,
the Southern Hemisphere has deep and strong Deacon cell between 60°S and
30°S, reaching 3000 m depth. Another counter-clockwise cell in the South
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Figure 4. Flow fields simulated at depths (a) 185 m, (b) 2000 m, and (c) 4000 m
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Figure 5. Meridional overturning stream function. Transport is shown
in Sverdrups

Hemisphere is situated very close to Antarctida, where the deep convective
sinking occurs.

The other features of the global meridional circulation can be better
seen in the pictures for different ocean basins. The surface 1000 m layer in
the Atlantic Ocean represents the northward water flow from the Southern
Ocean that ends up with downwelling at 50-60°N. The closed circulation
cell is typical of the North Atlantic. It represents a strong downwelling in
the North Atlantic Bottom water formation zone and a slow upwelling in
the Tropical Atlantic. The center of this cell is situated at about 1100 m
depth in this model run. Down from this depth, the southward flow from
the North Atlantic to the region of the Antarctic Circumpolar Current is
denoted by horizontal isolines stretched from 60°N to 35°S. The opposite
direction bottom flow, northward from the ACC zone is shown as three
deep layer circulation cells. The circulation in the interior in the Indian
Pacific basin is very different. The model distribution shows from 5 to 10 sv
of the northward motion in the deep 2500 m layer. This circulation in
cooperation with the Atlantic bottom layer current forms an intensive deep
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Figure 6. Zonal-mean potential temperature distributions.
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Figure 7. Zonal-mean salinity distributions. Results of the numerical modeling
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Figure 8. The observed annual and zonal-mean potential temperature
climatology (Levitus, 1984)

layer circulation cell in the globally averaged picture. This cell is extending
from the Antarctic Circumpolar Current boundary to the mid-latitude in
the Northern Hemisphere. Without any discussion about shortcomings in
the circulation presentation, we just say that this picture has a lot of similar
features with the same numerical result obtained by the other modelers
[25-27).

3.3. Thermohaline structure. Figures 6 and 7 represent the large-scale
thermohaline structure in the model ocean. The picture pattern follows
the global overturning processes, pointed out in Figure 5, and has similar
features and problems as a lot of numerical climate results on the basis of
coarse grids. To show the shortcomings of this model, we present the pictures
of the observed climatology (Figures 8, 9). From a brief comparison between
observational data and the model results we can distinguish the two main
problems in our modeling: too warm deep layer in the model ocean and the
lack of the Southern Hemisphere low-salinity tongues in the Indian and in
the Pacific oceans.
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Figure 9. The observed annual and zonal-mean salinity climatology
(Levitus, 1986)

4. Conclusion

Two main improvements concerning the pressure gradient approximation
and the description of the diffusion processes were included into the World
Ocean Circulation Model employed in the sigma coordinate system. It has
been shown, using a coarse grid model run for 1000 years integration period,
that important properties of the observed global large-scale thermohaline cir-
culation could be reproduced on the basis of the sigma coordinate approach
within the restrictions imposed by grid spacing and physical filling of the
numerical model. It is worth while to mention that in th is experiment we
did not try to use the advantages of the sigma-coordinate approach, but just
explore the general possibilities to work with this approach with the steep
bottom topography for a long integration period. A number of numerical
and physical improvements should be made for the model to reproduce a
reliable climate distribution. The inclusion of the Arctic Ocean and sea ice,
real-flux condition at the sea surface, higher-order numerical scheme for the
advective transport, isopicnic parameterization of turbulent mixing and the
diffusion of all of these items can be the subject of future investigations.
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