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Performance evaluation of the generalized shared
memory system in dtsPBC*

[. V. Tarasyuk

Abstract. The algebra dtsPBC is a discrete time stochastic extension of finite
Petri box calculus (PBC) enriched with iteration. In this paper, a method of
modeling and performance evaluation of concurrent systems in dtsPBC is outlined
based on the stationary behaviour analysis. The method is then applied to the
generalized shared memory system with a variable probability of activities.
Keywords: stochastic process algebra, Petri box calculus, discrete time, itera-
tion, stationary behaviour, performance evaluation, shared memory system, variable
probability.

1. Introduction

Algebraic process calculi are a recognized formal model for specification of
computing systems and analysis of their behaviour. In such process algebras
(PAs), systems and processes are specified by formulas, and verification of
their properties is accomplished at a syntactic level via equivalences, axioms
and inference rules. In the last decades, stochastic extensions of PAs were
proposed. Stochastic process algebras (SPAs) do not just specify actions
which can happen as usual process algebras (qualitative features), but they
associate some quantitative parameters with actions (quantitative charac-
teristics). The well-known SPAs are MTIPP [6], PEPA [5] and EMPA [4].

Petri box calculus (PBC) [2] is a flexible and expressive process algebra
developed as a tool for specification of Petri nets structure and their inter-
relations. Its goal was also to propose a compositional semantics for high
level constructs of concurrent programming languages in terms of elemen-
tary Petri nets. PBC has a step operational semantics in terms of labeled
transition systems. Its denotational semantics was proposed in terms of a
subclass of Petri nets (PNs) equipped with interface and considered up to
isomorphism called Petri boxes.

A stochastic extension of PBC, stochastic Petri box calculus (sPBC),
was proposed in [11]. Only a finite part of PBC was used for the stochastic
enrichment, i.e., SPBC has neither refinement nor recursion nor iteration
operations. The calculus has an interleaving operational semantics in terms
of labeled transition systems. Its denotational semantics was defined in
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terms of a subclass of labeled continuous time stochastic PNs (LCTSPNs)
called s-boxes. In [7], a computing system with n parallel processes and a
critical section, as well as the producer/consumer system with a producer, a
consumer and a buffer of capacity 1 or n, moreover, the alternating bit proto-
col with an emitter, a receptor and 2 channels, were described within sPBC.
In [8,9], iteration was added to sPBC and the producer/consumer system
with a buffer of capacity n was specified within the calculus. In [10], special
multiactions with zero time delay were added to sPBC and a manufacturing
system with 3 machines and an assembler, as well as the AUY-protocol
with a sender, receiver and 2 channels, were modeled. The mentioned
example systems had an interleaving semantics, and no performance indices
were calculated for them.

In [12,14], a discrete time stochastic extension dtsPBC of finite PBC
was presented. A step operational semantics of dtsPBC was constructed
via labeled probabilistic transition systems. Its denotational semantics was
defined with dts-boxes, a subclass of labeled discrete time stochastic PNs
(LDTSPNs). The probabilistic equivalences and their interrelations were
studied. In [13,15], the iteration operator was added to dtsPBC.

Since dtsPBC has a discrete time semantics and geometrically distributed
delays in the process states, unlike sSPBC with continuous time semantics and
exponentially distributed delays, the calculi apply two different approaches
to the stochastic extension of PBC, in spite of some similarity of their syn-
tax and semantics inherited from PBC. The main advantage of dtsPBC is
that concurrency is treated naturally, like in PBC, whereas in sPBC paral-
lelism is simulated by interleaving, obliging one to collect the information on
causal independence of activities before constructing the semantics. Thus,
parallelism is preserved in the semantics of all example systems considered
as the case studies within dtsPBC.

In this paper, dtsPBC with iteration is a basic model. First, we present
syntax of the calculus. Second, we describe its operational semantics in
terms of labeled transition systems and denotational semantics based on
LDTSPNs. We improve the operational semantics from [13,15] by moving
the empty loop rule (corresponding to one time unit stay in the current
process state) from the inaction rules, consuming no time, to the action
rules, requiring one time unit to apply. Then, we propose step stochastic
bisimulation equivalence used to reduce transition systems of expressions
and their underlying DTMCs. Further, the stationary behaviour of infinite
stochastic processes of dtsPBC is described and several performance indices
are defined based on the steady-state probabilities. We prove that the men-
tioned equivalence preserves the stationary behaviour. Finally, we present
a case study of the generalized shared memory system explaining how to
model and analyze performance of concurrent systems within dtsPBC, as
well as in which way to reduce the systems while preserving their perfor-
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mance indices, thus, making simpler their performance evaluation. We call
the shared memory system generalized, since it is specified by an expression
with a variable probability of activities. It is interpreted as a parameter
of the performance indices of the system. The resulting performance index
functions are then analyzed with a goal of performance optimization.

The paper is organized as follows. The syntax of dtsPBC extended with
iteration is presented in Section 2. Section 3 describes its operational se-
mantics and Section 4 presents its denotational semantics. In Section 5, step
stochastic bisimulation equivalence is defined and applied to reduce transi-
tion systems and Markov chains. The method of performance evaluation of
dtsPBC processes is outlined in Section 6. In Section 7, performance of the
generalized shared memory system is analyzed. The concluding Section 8
summarizes the results obtained and outlines research perspectives.

2. Syntax

In this section, we propose the syntax of discrete time stochastic PBC.
We denote a set of all finite multisets over X by lN]?( Let Act =

{a,b,...} be a set of elementary actions. Then Act = {a,b,...} is a set
of conjugated actions (conjugates) such that a # a and a =a. Let A=
Act U Act be a set of all actions, and £ = 17\7}4 be a set of all multiac-
tions. Note that () € £, this corresponds to the execution of a multiaction
that contains no visible action names. The alphabet of a € L is defined as
Ala) ={zx € A| a(x) > 0}.

An activity (stochastic multiaction) is a pair («, p), where o € £ and p €
(0;1) is the probability of the multiaction «. The multiaction probabilities
are used to calculate probabilities of state changes (steps) at discrete time
moments. Let SL be a set of all activities. Let us note that the same
multiaction a € £ may have different probabilities in the same specification.
The alphabet of (a, p) € SL is defined as A(a, p) = A(«). The alphabet of
I' W}SE is defined as A(T") = U4 p)erA(a). For (a, p) € SL, we define its
multiaction part as L(a, p) = « and its probability part as Q(«, p) = p. The
multiaction part of T' € ]N}% is defined as L(I') =3~ yer @

Activities are combined into formulas by the next operations: sequential
execution ;, choice ||, parallelism ||, relabeling [f] of actions, restriction rs
over a single action, synchronization sy on an action and its conjugate and
iteration [xx| with three arguments: initialization, body and termination.

Sequential execution and choice have a standard interpretation, like in
other process algebras, but parallelism does not include synchronization,
unlike the corresponding operation in the standard process calculi.

Relabeling fu/ngtions f+ A— Aare bijections preserving conjugates, i.e.,
Ve € A f(z) = f(x). Relabeling is extended to multiactions in a usual way:
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for « € L we define f(a) = > ., f(z). Relabeling is also extended to the
multisets of activities: for I € 17\7]‘?5 we define f(I') = >, per(f(a), p).

Restriction over an action a means that, for a given expression, any
process behaviour containing a or its conjugate a is not allowed.

Let «, 8 € L be two multiactions such that for some action a € Act we
have ¢ € « and a € B, or @ € a and a € . Then synchronization of o and
B by ais a @, B =, where y(x) = { Zgig iggig’ 1, ithefwcizea'c a;

In iteration, the initialization subprocess is executed first, then the body
is performed zero or more times, finally, the termination is executed.

Static expressions specify the structure of processes. The expressions
correspond to unmarked LDTSPNs (which are marked by definition).

Definition 1. Let (o, p) € SL, a € Act. A static expression of dtsPBC is

E:= (a,p) | EB;E|E|E| E|E|Elf]|Ersa|Esyal|[Ex*ExE).

StatExpr denotes the set of all static expressions of dtsPBC.

To avoid inconsistency of the iteration operator, we do not allow any
concurrency in the highest level of the second argument of iteration. This is
not a severe restriction, since we can prefix parallel expressions by an activity
with the empty multiaction. The mentioned inconsistency can result in non-
safe nets [3].

Definition 2. Let («,p) € SL, a € Act. A regular static expression of
dtsPBC is

Ei= (a.p) | B E|EJE | E|E| E[f] | Evsa| Esyal[ExDxE],
where D ::= (a,p) | D;E | D[|D | D|f]|Drsa|Dsyal|[Dx*DxE].

RegStat Expr denotes the set of all reqular static expressions of dtsPBC.

Dynamic expressions specify the states of processes. The expressions
correspond to LDTSPNs (which are marked by default). Dynamic expres-
sions are constructed from static ones which are annotated with upper or
lower bars and specify active components of the system at the current time
instant. E denotes the initial, and E denotes the final state of the process
specified by a static expression F. The underlying static expression of a
dynamic one is obtained by removing all the upper and lower bars from it.

Definition 3. Let E € StatExzpr, a € Act. A dynamic expression of
dtsPBC is
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G:= E|E|G,E|E;G|G[E|E|G|G|G|G[f]|Grsa|Gsyal
[GxExE]|[ExG«E]|[E*xE=xqG)|.

DynEzpr denotes the set of all dynamic expressions of dtsPBC.
A dynamic expression is regular if its underlying static expression is regular.
RegDynExpr denotes the set of all regular dynamic expressions of dtsPBC.

3. Operational semantics

In this section, we define the step operational semantics in terms of labeled
probabilistic transition systems.

3.1. Inaction rules

Inaction rules for dynamic expressions describe their structural transforma-
tions which do not change the states of the specified processes. As we will
see, the application of an inaction rule to a dynamic expression does not
lead to any discrete time step in the corresponding LDTSPN, hence, no
transitions are fired and its current marking remains unchanged. Thus, an
application of every inaction rule does not require any discrete time delay,
i.e., the dynamic expression transformation described by the rule is accom-
plished instantly.

In Table 1, we define inaction rules for regular dynamic expressions in
the form of overlined and underlined regular static ones. In this table,
E,F,K € RegStatExpr and a € Act.

Table 1. Inaction rules for overlined and underlined regular static expressions

E;F = E;F E.F=EF E;F = E;F E|F = E[|F
E[F = E[F  E[F=E[F  E|F=EJF  E|F=E|F
F [

E|E = E| E[f] = E[f] E[f] = E[f] Ersa=Ersa

Ersa=Ersa Esya=FEsya Esya=Esya
[ExF+xK|=[ExFxK|] [ExFxK|]=[ExF K]
[ExFxK|=[ExFxK] [ExFxK|=[ExFxK|

[ExF+«K|=[FExFxK]

In Table 2, we propose inaction rules for regular dynamic expressions in
the arbitrary form. In this table, E, F € RegStatExpr, G,H,G,H €
RegDynFExpr and a € Act.

A regular dynamic expression G is operative if no inaction rule can be
applied to it. OpRegDynFExpr denotes the set of all operative regular dy-
namic expressions of dtsPBC. Any regular dynamic expression can be trans-
formed into a (not necessarily unique) operative one by using the inaction
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Table 2. Inaction rules for arbitrary regular dynamic expressions

G=G, oc{s} G=GC, oc{;[}} G=G H=H _  _ G=G
GoE=GoE EoG=-EoG GI|H=G|H G|H=G|H G[f]=G[f]
G=G, oe{rs sy} G=G G=G G=G
Goa=>Goa [GxExF|=|GxExF| [ExGxF|=[E+xGxF| [ExFxG|=[E+FxG]

rules. We shall consider regular expressions only and omit the word “regu-

2

lar”.

Definition 4. Let ~ = (= U <)* be a structural equivalence of dynamic
expressions in dtsPBC. Thus, two dynamic expressions G' and G’ are struc-
turally equivalent, denoted by G ~ G’, if they can be reached from each
other by applying the inaction rules in a forward or backward direction.

3.2. Action and empty loop rules

Action rules describe dynamic expression transformations due to execution
of non-empty multisets of activities. The rules represent possible state
changes of the specified processes, when some non-empty multisets of ac-
tivities are executed. As we shall see, the application of an action rule to
a dynamic expression leads to a discrete time step in the corresponding
LDTSPN at which some transitions are fired and the current marking is
changed, unless there is a self-loop produced by the iterative execution of
a non-empty multiset (which, additionally, should be one-element, i.e., a
single activity, since we do not allow concurrency at the highest level of the
second argument of iteration).

The empty loop rule G % G describes dynamic expression transfor-
mations due to execution of the empty multiset of activities at a discrete
time step. The rule reflects a non-zero probability to stay in the current
state at the next time moment, which is an essential feature of discrete time
stochastic processes. As we shall see, the application of the empty loop rule
to a dynamic expression leads to a discrete time step in the corresponding
LDTSPN at which no transitions are fired and the current marking is not
changed. This is a new rule that has no prototype among inaction rules

of PBC, since it represents a time delay. The PBC rule G % G from [3]
in our setting would correspond to the rule G = G describing the stay in
the current state when no time elapses, but it is not needed to transform
dynamic expressions into operative ones.

Thus, an application of every action rule or the empty loop rule requires
one discrete time unit delay, i.e., the execution of a (possibly empty) multiset
of activities resulting in the dynamic expression transformation described by
the rule is accomplished instantly after one unit of time elapses.
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In Table 3, we define the action and empty loop rules. In this table,
(a,p), (B,x) € SL, E,F € RegStatExpr, G,H € OpRegDynExpr, G, H

€ RegDynFExpr and a € Act. Moreover, I', A € W}SE \ {0} and T" € ]N}SL.

Table 3. Action and empty loop rules

0 {(a,p)} GLa, o€,
E1¢La B (a,p) B (a,p) SC1 &=C cclill}
— GoE—GoE
T =~ . T ~ T ~
sc2 GG oclulll py GoG p2 HoH
EoGLEoG GlHESG I H GlHSG A
G5SG, HAH GLéG R GEG, aagAD)
T TiA~ -~ = S —— =~
G|H—=G||H GlfI==GIf] Grsa—Grsa
[e2NE: 2 GHa I3 GHaE
[GxExF) 5 [Gx ExF) [ExG+F] 5 [ExG+F] [ExF+G] S [ExF+G)
!
[eNe G sy a nalGU s GRI) G sy a, a€a, GES
Sy]_ — r ~ Sy2 7
G sy abG sy a Gsya +{(a®aB,p-x)} & s a

In the rule Sy2, we multiply the probabilities of synchronized multiac-
tions, this corresponds somehow to the probability of the event intersection.
We do not allow self-synchronization, i.e., synchronization of an activity
with itself. The purpose is to avoid many technical difficulties, see [3].

3.3. Transition systems

Now we define labeled probabilistic transition systems associated with dy-
namic expressions and used to define their operational semantics.

Note that expressions of dtsPBC can contain identical activities. To
avoid technical difficulties, we must enumerate coinciding activities, for in-
stance, from left to right in the syntax of expressions. The new activities
resulting from synchronization will be annotated with concatenation of num-
berings of the activities they come from, hence, the numbering should have a
tree structure to reflect the effect of multiple synchronizations. The number-
ing below encodes a binary tree with the leaves labeled by natural numbers.

Definition 5. Let ¢ € IN. The numbering of expressions is ¢ ::= ¢ | (¢)(¢).

Num denotes the set of all numberings of expressions.

The new activities resulting from applications of the second rule for
synchronization Sy2 in different orders should be considered up to per-
mutation of their numbering. In this way, we shall recognize different in-
stances of the same activity. If we compare the contents of different num-
berings, i.e., the sets of natural numbers in them, we shall be able to iden-
tify the mentioned instances. The content of a numbering ¢« € Num is
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[ t € IN;
Cont(t) = { Cont(t1) U Cont(i2), ¢ = (11)(12).

After we apply the enumeration, the multisets of activities from the
expressions become the proper sets. In the following, we suppose that the
identical activities are enumerated when it is necessary to avoid ambiguity.
This enumeration is considered to be implicit.

Definition 6. Let G be a dynamic expression. Then |G|~ ={H |G~ H}
is the equivalence class of G w.r.t. the structural equivalence. The derivation
set DR(G) of a dynamic expression G is the minimal set such that [G]~ €

DR(G) or, if [H]~ € DR(G) and I H =5 H, then [H]~ € DR(G).

Let G be a dynamic expression and s,5 € DR(G).
The set of all multisets of activities executable in s is defined as

Exec(s)={I'|3H € s 3H H 5 H}.
The probability that the multiset of activities T € Exec(s) \ {0} is ready
for execution in s is

PFT,s)= [[ » 11 (1=x).
(@p)Er  {{(B)}eBrec(s)|(B)eT}
For T' = 0, we let PF(), s) = { P{(ﬁ,x)}EERC(S)(l =X), Brec(s) # {0};

, otherwise.
The definition of PF(I",s) (and those of other probability functions) is
based on the enumeration of activities which is considered implicit.
The probability to execute the multiset of activities I' € Exec(s) in s is

PF(T,s)
ZAEEzec(s) PF(A7 S) .

The probability to move from s to § by executing any multiset of activities is

PT(T,s) =

PM(s,5) = > PT(T,s).
(T|3Hes 3Hes HSHY

Definition 7. Let G be a dynamic expression. The (labeled probabilistic)
transition system of G is a quadruple T'S(G) = (Sg, La, Ta, Sa), where

e the set of states is S = DR(G);

o the set of labels is Lg C W}SC x (05 1];

e the set of transitions is T = {(s, (I, PT(T',s)),3) | s € DR(G),
JHes3IHei HS HY;

o the initial state is sg = [G]~.

~
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The transition system 7'S(G) associated with a dynamic expression G de-
scribes all steps that happen at discrete time moments with some (one-step)
probability and consist of multisets of activities. Every step happens in-
stantly after one discrete time unit delay. The step can change the current
state to another one. The states are the structural equivalence classes of
dynamic expressions obtained by application of action rules starting from
the expressions belonging to [G]~. A transition (s, (I, P),5) € Tg will be

=~

written as s £>7> 5. The interpretation is: the probability to change the
state s to § in the result of executing I' is P.

Note that I' can be the empty multiset, and its execution does not change
the current state (i.e., the equivalence class), since we have a loop transition

S gp s from a state s to itself in the result of executing the empty multiset.
This corresponds to application of the empty loop rule to expressions from
the equivalence class. We have to keep track of such executions, called
empty loops, because they have nonzero probabilities. This follows from the
definition of PF((, s) and the fact that multiaction probabilities cannot be
equal to 1 as they belong to the interval (0; 1). The step probabilities belong
to the interval (0;1]. The step probability is 1 in the case when we cannot
leave a state s, hence, there exists only one transition from it, namely, the

empty loop transition s ﬂn S.
WewritesgéifﬂPsgp§ands—>§if3fs£>§.
Isomorphism is a coincidence of systems up to renaming. ~ denotes the
isomorphism between transition systems that binds their initial states.

Definition 8. Let G be a dynamic expression. The underlying discrete
time Markov chain (DTMC) of G, denoted by DTMC(G), has the state
space DR(G) and the transitions s —p 3, if s - § and P = PM(s, 3).

For a dynamic expression G, a discrete random variable is associated
with every state of DT MC(G). The variable captures a residence time in
the state. One can interpret staying in a state in the next discrete time
moment as a failure and leaving it as a success of some trial series. It is easy
to see that the random variables are geometrically distributed, since the
probability to stay in the state s € DR(G) for k—1 time moments and leave
it at the moment k& > 1is PM(s,s)*~1(1 — PM(s,s)) (the residence time
is k in this case). The mean value formula for the geometrical distribution
allows us to calculate the average sojourn time in the state s as SJ(s) =
m. The average sojourn time vector of G, denoted by SJ, has the

elements SJ(s), s € DR(G). The sojourn time variance in the state s is

VAR(s) = m. The sojourn time variance vector of G, denoted by

VAR, has the elements VAR(s), s € DR(G).
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4. Denotational semantics

In this section, we define the denotational semantics in terms of a subclass
of LDTSPNs called discrete time stochastic Petri boxes (dts-boxes).

Definition 9. A discrete time stochastic Petri box (dts-box) is a tuple
N = (PN,TN,WN,AN), where

e Py and Ty are finite sets of places and transitions, such that PyUTN #
0 and Py N TN = 0;

o Wy : (PyxTn)U(Tn x Py) — IN is a function providing the weights
of arcs between places and transitions;

e Ay is the place and transition labeling function such that

— An|py : Pv — {e,i,x} (specifies the entry, internal, exit places);
— ANty :In = {o] 0o C ﬂ\f}sc x SL} (it associates transitions
with the relabeling relations on activities).

Lette Ty, U € lN;:FN. The precondition *t and the postcondition t* of t are
the multisets of places defined as (*t)(p) = W (p,t) and (¢*)(p) = Wi (¢, p).
The precondition *U and the postcondition U® of U are the multisets of
places defined as *U = >, ;*t and U® = >, ;t*. We require that V¢ €
Ty *t # 0 # t*. In addition, for the set of entry places of N defined as
°N = {p € Py | An(p) = e} and the set of exit places of N defined as
Ne ={pe Py | An(p) =x}, it holds: °N # () # N°, *(°N) =0 = (N°)°.

A dts-box is plain if V& € Tn An(t) € SL, ie., An(t) is a constant
relabeling that will be defined later. In case of the constant relabeling, the
shorthand notation (by an activity) for Ay (t) will be used. A marked plain
dts-box is a pair (N, My), where N is a plain dts-box and My € ﬂVchN is
the initial marking. We shall use the following notation: N = (IV,°N) and
N = (N,N°). Note that a marked plain dts-box (Pn,Tn, Wn,An, M)
could be interpreted as the LDTSPN (Py,Tn, Wy, Qn, Ly, My), where
functions Qn and Ly are defined as follows: Vt € Ty Qn(t) = Q(An(t))
and Ly(t) = L(An(t)). Behaviour of the marked dts-boxes follows from the
firing rule of LDTSPNSs.

To define a semantic function that associates a plain dts-box with ev-
ery static expression of dtsPBC, we shall propose the enumeration function
Enu : Ty — Num which associates numberings with transitions of the plain
dts-box N according to those of activities. In the case of synchronization,
the function associates concatenation of the parenthesized numberings of
the synchronized transitions with a resulting new transition.

The structure of the plain dts-box corresponding to a static expression is
constructed like in PBC, see [3], i.e., we use a simultaneous refinement and
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Figure 1. The plain and operator dts-boxes

relabeling meta-operator (net refinement) in addition to the operator dts-
bozes corresponding to the algebraic operations of dtsPBC and featuring
transformational transition relabelings. In the definition of the denotational
semantics, we shall apply standard constructions used for PBC. Let © denote
an operator box and u denote a transition name from PBC setting.

The relabeling relations o C ]Nfﬂ x SL are defined as follows:

e 0ia ={{(a,p)}, (a,p)) | (v, p) € SL} is the identity relabeling keeping
the interface as it is;

® 0(a,p) = 1(0, (a, p))} is the constant relabeling identical to (a, p) € SL;
o oy = {({(a,p)}, (f(@),p)) [ (a, p) € SLY;
* 0rsa = {{(a,p)}, (e, ) | (v, p) € SL, a,a & a};

Osy o is the least relabeling relation contained in ;4 such that if
(F7 (Oé,p)), (Av (67X)) € Osy a and a € «, ae B, then
(F"i'Av (a @aﬁap'X)) € Osy a-

The plain and operator dts-boxes are presented in Figure 1. Note that
the symbol i is usually omitted.

Now we define the enumeration function Enu for every operator of
dtsPBC. Let Boxgs(E) = (Pg,Tg, Wg,AEg) be the plain dts-box corre-
sponding to a static expression F, and Enug be the enumeration function
for Tr. We shall use the analogous notation for static expressions F' and K.

e Borgs(EoF) = Oo(Boxags(E), Boxas(F)), o € {;,[],|I}. Since we do

not introduce any new transitions, we preserve the initial numbering:
| Enug(t), teTg;

Enu(t) - { Enup(t), teTk.
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o Bowgs(E[f]) = Op(Bozas(E)). Since we only replace the labels of

some multiactions by a bijection, we preserve the initial numbering:
Enu(t) = Enug(t), t € Tg.

Boxgs(E rs a) = Oy o(Boxgs(E)). Since we remove all transitions
labeled with multiactions containing a or a, this does not change the
numbering of the remaining transitions: Enu(t) = Enug(t), t € Tg,

a, a g ‘C(AE(t))

Boxgs(E sy a) = Ogy o(Boxgs(E)). Note that Vv, w € Tk such that

Ap(v) = (o, p), Ap(w) = (B,x) and a € a, a € B, the new transition
t resulting from synchronization of v and w has the label A(t) =

(a Bq B, p - x) and the numbering Enu(t) = (Enug(v))(Enug(w)).
Thus, the enumeration function is

Enug(t), t € Tg;
Enu(t) =< (Enug(v))(Enug(w)), t results from synchronization
of v and w.

When we synchronize the same set of transitions in different orders,
we obtain several resulting transitions with the same label and prob-
ability, but with different numberings having the same content. In
this case, we shall consider only a single transition from the resulting
ones in the plain dts-box to avoid introducing redundant transitions.
For example, if the transitions ¢ and u are generated by synchroniz-
ing v and w in different orders, we have A(t) = (a @, B,p - x) =
A(u), but Enu(t) = (Enug(v))(Enug(w)) # (Enug(w))(Enug(v)) =
Enu(u), whereas Cont(Enu(t)) = Cont(Enu(v)) U Cont(Enu(w)) =
Cont(Enu(u)). Then only one transition ¢ (or, symmetrically, u) will
appear in Boxgs(E sy a).

Bozgs([E * F % K|) = Oy (Boxais(E), Boxas(F), Boxas(K)).

Since we do not introduce any new transitions, we preserve the initial
Enug(t), teTg;

numbering: Enu(t) =< Enup(t), t¢€ Tp;
EnuK(t), telTlk.

Now we can formally define the denotational semantics as a homomorphism.

Definition 10. Let (a,p) € SL, a € Act and E,F,K € RegStatExpr.
The denotational semantics of dtsPBC is a mapping Box 4 from
RegStatExpr into the area of plain dts-boxes defined as follows:

1.

2
3.
4

Bozags((e, p).) = N( P)0

. Bozgs(E o F) = Oo(Boxas(E), Boxas(F)), o € {5, [, I}
Boxgs(E[f]) = O (Bozais(E));

. Boxgis(E oa) = Ooq(Boxgs(E)), o € {rs,sy};
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5. Bozgs([E * F x K]) = Oy (Bozats(E), Boxats(F), Boxats(K)).

The dts-boxes of static expressions can be defined as well. For E €
RegStatExpr, let Boxgs(E) = Borgs(E) and Borgs(E) = Boxgs(E).

Note that this definition is compositional in the sense that, for any arbi-
trary dynamic expression, we may decompose it in some inner dynamic and
static expressions, for which we may apply the definition, thus obtaining the
corresponding plain dts-boxes, which can be joined according to the term
structure (by definition of Boxgs), the resulting plain box being marked in
the places that were marked in the argument nets.

Let ~ denote the isomorphism between transition systems or between
DTMCs and reachability graphs that binds their initial states. The names of
transitions of the dts-box corresponding to an expression could be identified
with the enumerated activities of the latter. For a dts-box N, we denote its
reachability graph by RG(N) and its underlying DTMC by DTMC(N).

Theorem 1. For any static expression E, TS(E) ~ RG(Boxys(E)).

Proof. For the qualitative behaviour, we have the same isomorphism as
in PBC. The quantitative behaviour is the same, since the activities of an
expression have probability parts coinciding with the probabilities of the
transitions belonging to the corresponding dts-box and, both in stochastic
processes specified by expressions and dts-boxes, conflicts are resolved via
the same probability functions. O

Proposition 1. For any static expression E, o
DTMC(FE) ~ DTMC(Boxgs(E)).

Proof. By Theorem 1 and definitions of underlying DTMC for dynamic
expressions and LDTSPNs, since transition probabilities of the DTMCs are
the sums of those belonging to transition systems or reachability graphs. O

5. Step stochastic bisimulation equivalence

Bisimulation equivalences respect the particular points of choice in the be-
havior of a system. To define stochastic bisimulation equivalences, we have
to consider a bisimulation as an equivalence relation that partitions the states
of the union of the transition systems 7'S*(G) and T'S*(G’) of two dynamic
expressions G and G’ to be compared. For G and G’ to be bisimulation
equivalent, the initial states of their transition systems, [G]~ and [G']~, are
to be related by a bisimulation having the following transfer property: two
states are related if in each of them the same multisets of multiactions can
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occur, and the resulting states belong to the same equivalence class. In ad-
dition, the sums of probabilities for all such occurrences should be the same
for both states.

In the definition below, we consider L£(I") € ]Nf for I" € ]N;?L, i.e., the
(possibly empty) multisets of multiactions. The multiactions can be empty,
then £(I") contains the elements (), and it is not empty itself.

Let G be a dynamic expression and H C DR(G). Then, for any s €
DR(G) and A € leL, we write s é)’p H, where P = PMy(s,H) is the
overall probability to move from s into the set of states H via steps with the
multiaction part A defined as

PMa(s, H) = > PT(L,s).
(T|35eH s53, £(D)=A}

We write s 2> # if IP s 5p H. Further, we write s —p H if 34 s > H,
where P = PM (s, H) is the overall probability to move from s into the set
of states H wvia any steps defined as

PM(s,H)= > PT(,s).
{T|35eH s53}

To introduce a stochastic bisimulation between dynamic expressions G
and G’, we should consider the “composite” set of states DR(G) U DR(G’),
since we have to identify the probabilities to come from any two equivalent
states into the same “composite” equivalence class (w.r.t. the stochastic
bisimulation). Note that, for G # G’, transitions starting from the states of
DR(G) (or DR(G")) always lead to those from the same set, since DR(G) N
DR(G") =0, and this allows us to “mix” the sets of states in the definition
of stochastic bisimulation.

Definition 11. Let G and G’ be dynamic expressions. An equivalence
relation R C (DR(G) U DR(G"))? is a step stochastic bisimulation between
G and G, denoted by R : G, G, if:

1. ([G)a, [G'~) € R.

2. (s1,82) € R = VH € (DR(G)UDR(G"))/r VA € ﬂVf

A A
s1=>pH & s —=p H.

Dynamic expressions G and G’ are step stochastic bisimulation equivalent,

denoted by G, G, if IR : GG

Let Rss(G,G") = U{R | R : G&,,G'} be the union of all step stochastic
bisimulations between G and G’. The following proposition proves that
Rss(G,G") is also an equivalence and Rys(G,G') : G, G
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Proposition 2. Let G and G’ be dynamic expressions and G« ,,G'. Then
Rss(G,G') is the largest step stochastic bisimulation between G and G'.

Proof. See Appendix A. O

The equivalences which we proposed can be used to reduce transition
systems and DTMCs of expressions (reachability graphs and DTMCs of dts-
boxes). Reductions of graph-based models, like transition systems, reacha-
bility graphs and DTMCs, result in those with less states (the graph nodes).
The goal of the reduction is to decrease the number of states in the semantic
representation of the modeled system while preserving its important qualita-
tive and quantitative properties. Thus, the reduction allows one to simplify
the behaviour and performance analysis of systems.

An autobisimulation is a bisimulation between an expression and itself.
For a dynamic expression G and a step stochastic autobisimulation on it
R: GG, let K € DR(G)/r and si,s2 € K. We have VK € DR(G)/r

VA € IN f S1 é>7> K & s é>7> K. The previous statement is valid for all

s1, 82 € K, hence, we can rewrite it as K £>7> IC, where P = PMA(IC,IE) =

PMA(Sl,,C) == PMA(SQ,]C).

We write £ & K if 3P K 3p K and K — K if 34 K 3 K. The
similar arguments allow us to write K —p K, where P = PM(K,K) =
PM(s1,K) = PM(s2,K).

The average sojourn time in the equivalence class (w.r.t. R) of states K
is SIR(K) = #(’CJC)' The average sojourn time vector for the equiva-
lence classes (w.r.t. R) of states of G, denoted by SJg, has the elements
SJR(K), K € DR(G)/®r. The sojourn time variance in the equivalence class
(w.r.t. R) of states K is VARR(K) = W. The sojourn time vari-
ance vector for the equivalence classes (w.r.t. R) of states of G, denoted by
V ARR, has the elements VAR (K), K € DR(G)/x.

Let Rss(G) = U{R | R : G&=,,G} be the union of all step stochastic au-
tobisimulations on G. By Proposition 2, Rss(G) is the largest step stochastic
autobisimulation on G. Based on the equivalence classes w.r.t. Rss(G), the
quotient (by <»,,) transition systems and the quotient (by <) underlying
DTMCs of expressions can be defined. The mentioned equivalence classes
become the quotient states. Every quotient transition between two such
composite states represents all steps (having the same multiaction part in
case of the transition system quotient) from the first state to the second one.

Definition 12. Let G be a dynamic expression. The quotient (by <)
(labeled probabilistic) transition system of G is a quadruple
TSe, (G) = (S, Lo, T, Se,,), where

* So,, = DR(G)/r..(c);
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e L, C ﬂVfL x (05 1];
o T = {(K, (A, PMA(K,K)),K) | K € DR(G)/r..cc)s K 5 K};
o 5. ={[G]~}.

The transition (K, (4,P),K) € Tes,, will be written as K é>7> K.

Definition 13. Let G be a dynamic expression. The quotient (by <)
underlying DTMC of G, denoted by DTMC, (G), has the state space

DR(G)/r,,() and the transitions K —p K, where P = PM (K, K).

The quotient (by ;) average sojourn time vector of G is SJ. =
SJr.. ). The quotient (by <) sojourn time variance vector of G is
VARs  =VARR, ()

The quotients of both transition systems and underlying DTMCs are the
minimal reductions of the mentioned objects modulo .. The quotients
can be used to simplify analysis of system properties which are preserved
by ¢, since less states should be examined for it. The comprehensive
reduction example will be presented in Section 7.

6. Performance evaluation

Stationary distribution is used for performance evaluation. Performance
indices are calculated based on the steady-state probabilities. Let us describe
the stationary behaviour of infinite stochastic processes specified by dynamic
expressions whose underlined DTMCs contain one ergodic subset of states.

Let G be a dynamic expression. The elements P;; (1 < i,j < n =
|IDR(G)|) of the (one-step) transition probability matrix (TPM) P for

] | PM(ss,85), si— Sj;
DTMC(G) are defined as P;; = { 0, J otherwjise.

The transient (k-step, k € IN) probability mass function (PMF) ¢ [k] =
(1Kl ..., Yplk]) for DT MC(G) is a solution of the equation system ¢ [k] =
Y[0]P*, s.t. ¥[0] = (11]0], ..., %,[0]) is the initial PMF
¥;[0] = { (1): f)fch_er[WGi]SZi Note also that ¥[k + 1] = ¢[k]P (k € IN).

The steady-state PMF ¢ = (¢n,...,1,) for DTMC(G) is a solution
$(P —E) =0
1T =1
dimension n and 0 is a vector with n values 0, 1 is that with n values 1.

When DT MC(G) has a single steady state, we have ¢ = limg_, o ¥[k].
Let s,5 € DR(G), S,5 C DR(G) for a dynamic expression G. The following
performance indices are based on the steady-state PMF for DTMC(G).

of the equation system { , where E is a unitary matrix of

e The average recurrence (return) time in the state s is ﬁ
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e The fraction of residence time in the state s is 1(s).

e The fraction of residence time in the set of states S C DR(G) or the
probability of the event determined by a condition that is true for all
states from S'is ) g 1(s).

2ses ¥(s)

e The relative fraction of residence time in S w.r.t. that in Sis S
ses

e The steady-state probability to perform a step with an activity («, p) is
> senr@) V(8) 2Xqriapery PT T s).

e The probability of the event determined by a reward function r on the
states is 3 c pp() ¥(s)r(s).

The following proposition demonstrates that, for two dynamic expres-
sions related by <., the steady-state probabilities to come in an equiva-
lence class coincide. One can also interpret the result stating that the mean
recurrence time for an equivalence class is the same for both expressions.

Proposition 3. Let G,G be dynamic expressions with R : G<,,G'. Then
VH € (DR(G)U DR(G"))/»

Yoo W= Y Y
@)

SEHNDR( s'€HNDR(G')

Proof. Analogous to the proof of Proposition 3 from [15], but with the use
of the probability functions respecting empty loops. O

By Proposition 3, <, preserves the quantitative properties of the stationary
behaviour. Now we shall demonstrate that the qualitative properties of the
stationary behaviour based on the multiaction labels are preserved as well.

Definition 14. A derived step trace of a dynamic expression G is
S =A1--Ag € (INF)* s.t. 35 € DR(G) s T 51 3 D8 s, L(T7) = 4
(1 <i < n). The probability to execute the derived step trace ¥ in s is

n
PT(%,s) = > [[PT@;, si-0).
{Fl,..‘,Fn|82801;¥511;%“'1l>13n7 L(T;)=A; (1§i§")}i:1
The following theorem demonstrates that, for two dynamic expressions
related by <., the steady-state probabilities to come in an equivalence class
and start a step trace from it coincide.
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Processor 1 Memory Processor 2
O0Ocd O0Ocd
Oo0Ocd Ooac3
Oo0do Oo0dno
0OOm;oo oOoOonoo
 — . — -  — O — - |

Figure 2. The diagram of the shared memory system

Theorem 2. Let G,G’ be dynamic expressions with R : G&,,G' and X be

—SS

a derived step trace of G and G'. Then VH € (DR(G) UDR(G"))/r

Y Ww)PT(S,s)= Y Y(s)PT(E,s).

SEHNDR(G) s'€HNDR(G)

Proof. Analogous to the proof of Theorem 4 from [15], but with the use of
the probability functions respecting empty loops. O

7. The generalized shared memory system

Consider a model of two processors accessing a common shared memory
described in [1] in the continuous time setting on GSPNs. We shall analyze
this shared memory system in the discrete time stochastic setting of dtsPBC,
where concurrent execution of activities is possible. The model performs
as follows. After activation of the system (turning the computer on), two
processors are active, and the common memory is available. Each processor
can request an access to the memory. When a processor starts acquisition
of the memory, another processor should wait until the former one ends its
memory operations, and the system returns to the state with both active
processors and the available common memory. The diagram of the system
is depicted in Figure 2.

7.1. The concrete system

Let us explain the meaning of actions from the syntax of dtsPBC expressions
which will specify the system modules. The action a corresponds to the
system activation. The actions r; (1 < ¢ < 2) represent the common memory
request of processor i. The actions b; and e; correspond to the beginning
and the end, respectively, of the common memory access of processor i. The
other actions are used for communication purposes only via synchronization,
and we abstract from them later using restriction.
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TS(K)
~ {({r1}.0), ~ {({ra}.0), ~
S3 ({e2}.02)} 0 S1 Herto2r®\  S4
3 3 3
0, U 0,1—p ({a},p?),p ' 0
(1=p)(1—=p%) (1=p)(1—p%)
({b1}.02), ({b2}.0%),
02(1—p) {r2}.0), o2(1—p)
p(1—p) . ,

( S5 2 \_ 57 > ,
(1—p)(1—p ({e2},0%), T—p)(1-p?)
(((rahe), p2(1-p) () op)s
({b1}.07)}, ({b2}.0)},

' p({rg}m, ({r1}p)p(1=5%) <{r1},i>,p ’
p(1—-p?)
@,1—;)2

Figure 3. The transition system of the generalized shared memory system

Let us determine which is the influence of the multiaction probabilities
from specification of the shared memory system on its performance. Sup-
pose that all the multiactions have the same generalized probability p. The
resulting specification K is defined as follows.

The static expression of the first processor is
K1 = [({z1}, 0) * (({r1}, p); (01,91}, p); ({€1, 21}, p)) + Stop].

The static expression of the second processor is
Ky = [({z2}, p) * (({r2}, ); ({b2, 2}, p); ({€2, 22}, p)) * Stop].

The static expression of the shared memory is
K3 = [({a, 21,72}, p) = ({71}, p); ({21}, ) ({22}, p); ({22}, p))) * Stop].

The static expression of the generalized shared memory system with two
processors is K = (K1||K2||K3) sy o1 Sy T2 Sy Y1 SY Y2 SY 21 Sy 22 IS X1 IS X
rs Y1 S Yo IS 21 IS 23.

DR(K) consists of 9 equivalence classes: 3; is the initial state, §2: the
system is activated and the memory is not requested, §3: the memory is
requested by the first processor, 54: the memory is requested by the second
processor, §5: the memory is allocated to the first processor, §g: the memory
is requested by two processors, 57: the memory is allocated to the second
processor, §g: the memory is allocated to the first processor and the memory
is requested by the second processor, S9: the memory is allocated to the
second processor and the memory is requested by the first processor.

Figure 3 presents the transition system T'S(K).

The average sojourn time vector of K is
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97— <L 1 1 1 1 14p 1 1
03 p(2—p)? p(1+p—p?)° p(I+p—p?)’ p(L+p—p?)° 2p? * p(l+p—p?)’ p?’

).

‘QM‘ _

The sojourn time variance vector of K is

VAR = (L 1 1 1 1 (14p*)?
T \PE P2(2-p)? p2(1+p—pR)? pP(1+p—p?)? 7 p2(14+p—p?)2>  2p%
1 11

P2(L+p=p)27 pt2 pt

Let us denote x =1 — p and § = 1 — p2. The TPM for DTMC(K) is

[ 1—p3 p> 0 0 0 0 0 0 0
0 x> px px 0 p* 0 0 0
0 0 x0 0 p’x po 0 p? 0
0 0 0 x0 0 p?’x pf O p3
P= 0 pP’x 0 p> x0 0 0 pb 0
0 o 0 o o 2 o £
1+p4 1+p4 1+p4
0 P’x p2 0 0 0 x0 0 po
0 0 0 p*> 0 0 0 0 0
.0 0 p*> 0 0 0 0 0 0 |

The steady-state PMF for DTMC(K) is

¢ = 6+11p—11p2—7p3+521p4+32p5—5p6+p7+p82(0’ 2p3(14_ p)27 p(2 _QP)(l ;_ P _4p2)7
p(2=p)X+p—p°),p"(2=3p+p%), (1 +p*)(2+ p—5p"+ p° + p*),
PA(2=3p+p?),2+3p—6p + p* + p*, 2+ 3p — 6p + p* + p?).

We can now calculate the main performance indices.

e The average recurrence time in the state So, where no processor re-
quests the memory, called the average system run-through, is 1% =
2
64+11p—11p2—7p®+5p*+3p° —5p84-p74p®
2p3(1-p)? ’

e The common memory is available only in the states 32, 53, 54, S6. The

steady-state probability that the memory is available is

7 7 7 T 2p%(1—p)?

¢2 + d}?) + T;Z)4 + 1;[)6 - 6+11p*11p2*7p34>(5p4l3p5*5p6+p7+p8 +

p(2—p)(1+p—p?) + p(2—p)(14+p—p?) +

6+11p—11p2—T7p3+5p1+3p°—5p0+p7+p8 T 6+11p—11p2—Tp3+5p1+3p° —5p5+p7+p8
(1+p*) (2+p=5p>+p+p*) _ _245p—3p>—3p>+p*4+3p°—50p54+p7 40"

6+11p—11p2—Tp3+5p%+3p° —500+p7+p% = 6+11p—11p2—Tp3+5p1+3p5—5p0+p7+p8

Then the steady-state probability that the memory is used (i.e., not

available), called the shared memory utilization, is
1 — _245p=3p°—3p°+p?+3p5—5p04pT+p% _
6+11p—11p2—T7p3+5p%+3p5—5p6+p7+p8
44+6p—8p>—4p3+4p*
6+11p—11p2—Tp3+5p%+3p° —500+p7+p8
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Figure 4. The marked dts-boxes of two processors, shared memory and the shared
memory system

(b2} .07

S

e The common memory request of the first processor ({r1},p) is only
possible from the states S, 54, 57. In each of the states, the request
probability is the sum of the execution probabilities for all multisets
of activities containing ({r1}, p). Thus, the steady-state probability of
the shared memory request from the first processor is
Y2 2 ri((my.pery PTI 52) + 94 2 qryqry ppery LT 54) +
V72 ri(ry p)ery DT, 57) =

(

2p3(1=p)? 2
6+11p711p2f7p3+5p4+3p575p6+p7+p8 (p(]' - p) + p ) +
p(2—p)(1+p—p?) 2 3
6+11p—11p2—7p3+5p4+3p5—5p6+p7+,08 (p(l p ) + P ) +
2 2
p*(2—3p+p?) _ 2 3
6+11p—11p2—7p3+5p4+3p5—5p6+p7+p8 (p(l p ) + p ) -

P2 (2+3p—4p°—2p3+2p")
6+11p—11p2—Tp3+5p44+3p5—506+p7+p8°

Figure 4(a) presents the marked dts-boxes corresponding to the dynamic
expressions of two processors and shared memory, i.e., N; = Boxgs(K;) (1 <
i < 3). Figure 4(b) depicts the marked dts-box of the dynamic expression

of the shared memory system, i.e., N = Bozgs(K).
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7.2. The abstract system and its reduction

Let us consider a modification of the generalized shared memory system
with abstraction from identifiers of the processors. We call this system the
abstract generalized shared memory one.

The static expression of the first processor is

Ly = [({a1}, p) * (({r}, p); (16,91}, p); ({e, 21}, p)) * Stop].

The static expression of the second processor is

Ly = [({z2}, p) * ({r}, p); ({0 w2}, p); ({e, 22}, p)) * Stop].

The static expression of the shared memory is
Ly = [({a. 71,73}, p) * ({5} 0); (121} D) D ({72} 0)s ({52} 0)) * Stop).

The static expression of the abstract shared memory generalized system
with two processors is L = (L1||La||L3) sy x1 sy T2 Sy y1 Sy Y2 SY 21 Sy 22 I'S X1
IS o rS Y1 s ya rs 21 rs zo.

DR(L) resembles DR(K), and T'S(L) is similar to TS(K). We have
DTMC(L) = DTMC(K). Thus, the TPMs and the steady-state PMFs for
DTMC(L) and DTMC(K) coincide.

The first and second performance indices are the same for the concrete
generalized system and its abstract modification. Let us consider the follow-
ing performance index based on non-identified viewpoint to the processors.

e The common memory request of a processor ({r}, p) is only possible
from the states 59, 53, 54, S5, 57. In each of the states, the request proba-
bility is the sum of the execution probabilities for all multisets of activi-
ties containing ({r}, p). Thus, the steady-state probability of the shared
memory request from a processor is 1o >orrypery PT(T, 52) +

s Zirgrypyery PT(T:53) + 0a Xy pery PT(L 5a) +

Y5 2qrigryppery PTL 8) + 41 2 ey pery PTL 57) =
203 (1—
6+11p—11p2—7p§+(5p4123p5—5p6+p7+98 (10(1 - p) + p(l - p) + 102) +
p(2=p)(1+p—p*) (p(
6+11p—11p2—Tp3+5p4+3p5—5p6+p7+p8
p(2—p)(14+-p—p?) (o
6 11p—11p2~Tp3+5p3 +3p7—5p5 1 pT 1% P
(n(
(n(

p*(2=3p+p?)
6111p—11p2—7p5+5p3+3p5—5potp7 15 \P
p?(2—=3p+p?)
6+11p—11p2—7p5+5p7+305—5p01p7 105 \P
2p2(2—p)(1+p—p*)?
6+11p—11p2—Tp3+5p%+3p> —5p6+p7+p8

We have DR(I)/RSS(Z) = {Kl,ICQ,ICg,IC4,’C5,/C6}, where /Cl = {51}
(the initial state), K = {33} (the system is activated and the memory is
not requested), Ky = {83,584} (the memory is requested by one processor),
K4 = {35,57} (the memory is allocated to a processor), K5 = {3¢} (the
memory is requested by two processors), K¢ = {88,859} (the memory is
allocated to a processor and the memory is requested by another processor).
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TS, (L) —
ICl D)
0,1—p3
{a},p?
i {e}.P?(1-p) [ 1~ >
% ,C4 ICQ QPl—p)2
(1=p)(1—p?)
{r}.p(1-p?) {r3{r}}o?
(1=p)(1-p?)
{e}.0? {r}.p(1-p?)
K (. O
w%@ {0} 22 IC5 5 0=p?)?

T 14pd
Figure 5. The quotient transition system of the abstract generalized shared mem-
ory system

Figure 5 presents the quotient transition system T'Se, (L).
The quotient average sojourn time vector of L is

é(v],_<1 1 1 1 1+ p 1>
P p(2—p) p(L+p—p?) p(L+p—p?) 2p* "p*)°

The quotient sojourn time variance vector of L is

P22 = p) PP(L+p—p2)2 PP(L+p—p2)2 4pt T pt
The TPM for DTMC, (I) is

— 4\2
VAR/:<1 1 1 1 (1+ p%) 1)_

1—p8 p3 0 0 0 0
0 (1—p)? 2p(1 — p) 0 p? 0
/ 0 0 (I=p)(1=p*)  PA-p)  p(1—p? P
P =1 o p2a-p P’ (1—p)(1—p?) 0 pl—p?
17
0 0 0 0 <1fp4> o
0 0 P> 0 0 1—p?
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The steady-state PMF for DTMCy,_ (L) is

T 1 3 2

wl - 6+11p_11p2_7p3+5p4+3p25_5p6;_p7+p8 (07 2p2(1 - p) )

\ 2p(2—p)g1+p—p4),2p (2—3p+/2)), \
(L+p" 2+ p =57+ p* +p*), 22+ 3p — 6p° + p° + p?)).

We can now calculate the main performance indices.

e The average recurrence time in the state Ko, where no processor re-

quests the memory, called the average system run-through, is ﬁ =
2
6+11p—11p%2—T7p3+5p%4+3p° —5p84+p74p8
2p%(1—p)? '

The common memory is available only in the states EQJ I%g,jég,. The

steady-state probability that the memory is available is 4 +% + 1} =
2p%(1-p)? + 2p(2—p) (1-+p—p*) +

6+11p—11p2—T7p3+5p%+3p5—506+p7+p8 | 6+11p—11p%2—Tp3+5p2+3p>—5p0+p7+p8

(1+pY) 24+p—5p>+p+p%) _ _245p—3p2—3p>+p?+3p°—5p5+p7+p®
6+11p—11p2—T7p3+5p%+3p5—5p6+p"+p% — 6+11p—11p2—Tp3+5p*+3p>—5pS+p7+p8 "
Then the steady-state probability that the memory is used (i.e., not
available), called the shared memory utilization, is
1 — 245p=3p°—=3p°+p1+3p°—5p04pT+p% _

6+11p—11p2—T7p3+5p1+3p% —5pb+p7+pB
4+4+6p—8p> —4p>+4p*

6+11p—11p2—T7p3+5p3+3p5—5p5+p +p8 "
The common memory request of a processor {r} is only possible from
the states Ko, K3, 4. In each of the states, the request probability is
the sum of the execution probabilities for all multisets of multiactions

containing {r}. Thus, the steady-state probability of the shared mem-
ory request from a processor is ¥l PM4 (Ko, K) +

{AK{r}eA, Ka3K)

i
v 2RI rea, Roniy T Ma(Ks, K) +

y iC 1 —
Va2 Riprea, RaAgy TMA(Ks, K) =
2°(1—p)? ,
ST 53 s 2Pl = p) + %) +
2p(2—p)(1+p—p?) ) 5
TP s st P = P+ %) +

2p%(2—3p+p?) 2 3
6+11p—11p2—7p3+5p4+3p5—5p6+p7+p8 (p(l p ) + p )
2p2(2—p)(1+p—p*)?
6+11p—11p2—Tp3+5p44+3p5—506+pT+p8

One can see that the performance indices are the same for the complete
and the quotient abstract generalized shared memory systems. The coinci-
dence of the first and second performance indices obviously illustrates the
result of Proposition 3. The coincidence of the third performance index
is due to Theorem 2: one should just apply its result in the step traces

{r}}, rh ) {{r}, {0}, {{r},{e}} of the expression L and itself, and

then sum the left and right parts of the three resulting equalities.
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Let us consider what is the effect of quantitative changes of the parameter
p upon performance of the quotient abstract generalized shared memory
system in its steady state. Remember that p € (0;1) is the probability
of every multiaction of the system. The closer is p to 0, the less is the
probability to execute some activities at every discrete time step, hence, the
system will most probably stand idle. The closer is p to 1, the greater is the
probability to execute some activities at every discrete time step, hence, the
system will most probably operate.

: Y- S 203 (1—p)?
Since ¢1 0, only ”br6+11p—11p2—7p3+5p4+3p5—5p6+p7+p8’
1/;/= 2p(2—p) (1+p—p?) J}/: 2p2(2-3p+p?)
37 6+11p—11p2 —7p3+5pT+3p5 —5p0+pT+p8 7 T4 64+11p—11p2—7p3+5pT+3p5 506 +p7 48

12)/ _ +ph) (2+p=5p2+p3+p%) D= 2(2+3p—6p%+p5+ph)
57 64+11p—11p2—T7p3 +5p24+3p5 —5064-p7+p8 V67 64+11p—11p2 —7p3+5p2+3p5 —5p0+p7+p8

depend on p. Figure 6 depicts the graphs of the steady-state probabilities
Wb, Py, b, L, s as functions of p. Remember that we do not allow p = 0
or p=1.

It is easy to see that 4, %, ¥ tend to 0, and ¢4, increasing, tends to
%, and 1%, increasing, tends to %, when p approaches 0. Thus, the closer is p
to 0, the greater is the probability that two processors require the memory
or the memory is allocated to a processor and required by the other one,
hence, we get more unsatisfied memory requests.

Further, 4%, ¢, ¥4 tend to 0, and 4%, growing, tends to %, and ),
decreasing and slightly increasing, tends to %, when p approaches 1. Thus,
the closer is p to 1, the greater is the probability that the memory is allocated
to a processor (and not required by the other one), moreover, in general,
the less is the probability that the memory is allocated to a processor and
required by the other one, hence, we get less unsatisfied memory requests.

The maximal value of 1,5'2 is 0.0090 when p = 0.6380. In this case the
probability that the system is activated and the memory is not required is
maximal, i.e., the mazimal shared memory availability is about 1%.

The maximal value of zﬂg is 0.0534 when p = 0.6855. In this case the
probability that the memory is allocated to a processor (and not required by
the other one) is maximal, i.e., the mazimal probability that, during inter-
action of a processor with the memory, there are no memory requests from
the other processor (the mazimal probability to have no unsatisfied memory
requests during interaction of a processor with the memory) is about 5%.

The minimal value of @5{3 is 0.4698 when p = 0.8543. In this case the
probability that the memory is allocated to a processor and required by the
other one is minimal, the minimal probability that, during interaction of a
processor with the memory, there are memory requests from the other pro-
cessor (the minimal probability to have unsatisfied memory requests during
interaction of a processor with the memory) is about 47%.

Figure 7 depicts the graph of the average system run-through ﬁ as
a function of p. One can see that the run-through tends to oo Whe2n o)
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Figure 6. Steady-state probabilities 1/35, 1/3:’3, zZ)ﬁl, 1/%, 1[)& as functions of p
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Figure 7. Average system run-through < as a function of p
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approaches 0 or 1. Its minimal value 111.6834 is reached when p = 0.6380.
To speed up operation of the system, one should take p closer to 0.6380.

The first graph in Figure 8 represents the shared memory utilization
1 — 1;2 1;3 1;5 as a function of p. It is clear that the utilization tends to
g when p approaches 0, and it tends to 3 1 when p approaches 1. Thus, the
minimal shared memory utilization is about 33%. To increase the utilization,
one should take p closer to 1.

The second graph in Figure 8 represents the steady-state probablhty of
the shared memory request from a _processor w22’ + ¢3E’ + ¢} X, where

;- = Z{A,K\{r}eA, AR PM4(K;,K), i € {2,3,4}, as a function of p. One

can see that the probability tends to 0 when p approaches 0 and it tends to
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Figure 8. Some performance indices as functions of p

% when p approaches 1. To increase the mentioned probability, one should

take p closer to 1.

8. Conclusion

In this paper, within dtsPBC with iteration, a method of modeling, per-
formance evaluation and performance preserving reduction of concurrent
stochastic systems was proposed based on steady-state probabilities anal-
ysis. The transition systems and underlying DTMCs of expressions were
reduced w.r.t. step stochastic bisimulation equivalence that guarantees iden-
tity of the stationary behaviour and thus preserves performance measures.
The method was applied to the generalized shared memory system with a
variable probability of activities. This probability was interpreted as a pa-
rameter of the performance index functions. The influence of the parameter
value to the system’s performance was analyzed with a goal of optimization.

We plan to investigate stochastic equivalences of dtsPBC which allow one
to identify stochastic processes with similar behaviour that are differentiated
by too strict notion of the semantic equivalence. Moreover, we would like to
extend dtsPBC with recursion to enhance specification power of the calculus.

References

[1] Balbo G. Introduction to stochastic Petri nets // Lect. Notes Comp. Sci. —
2001. — Vol. 2090. — P. 84-155.

[2] Best E., Devillers R., Hall J.G. The box calculus: a new causal algebra with
multi-label communication // Lect. Notes Comput. Sci. — 1992. — Vol. 609. —
P. 21-69.

[3] Best E., Devillers R., Koutny M. Petri net algebra // EATCS Monographs on
Theor. Comput. Sci. — 2001. Springer Verlag. — 378 p.



154

1. V. Tarasyuk

[4]

[13]

[14]

Bernardo M., Gorrieri R. A tutorial on EMPA: a theory of concurrent processes
with nondeterminism, priorities, probabilities and time // Theor. Comput. Sci.
—1998. — Vol. 202. — P. 1-54.

Hillston J. A Compositional Approach to Performance Modelling. — Cambridge
University Press, Great Britain, 1996. — 158 p. — http://www.dcs.ed.ac.uk/
pepa/book. pdf

Hermanns H., Rettelbach M. Syntax, semantics, equivalences and axioms for
MTIPP // Proc. of 2" Workshop on Process Algebras and Performance Mod-
elling. — University of Erlangen, Germany, 1994. — P. 71-88 — (Arbeitsberichte
des IMMD; Vol. 27).

Macia H. sPBC: Una extensién Markoviana del Petri box calculus. — Ph.D.
thesis, Departamento de Informaética, Universidad de Castilla-La Mancha, Al-
bacete, Spain, 2003. — 249 p. (In Spanish) — http://www.info-ab.uclm.es/
retics/publications/2003/sPBCthesis03.pdf.

Macia H.S., Valero V.R., Cazorla D.L., Cuartero F.G. Introducing the itera-
tion in sPBC. — Department of Computer Science, University of Castilla-La
Mancha, Albacete, Spain, September 2003. — 20 p. — (Technical Report; Vol.
DIAB-03-01-37). — http://www.info-ab.uclm.es/descargas/
tecnicalreports/DIAB-03-01-37/diab030137.zip

Macia H., Valero V., Cazorla D., Cuartero F. Introducing the iteration in
sPBC // Lect. Notes Comp. Sci. — 2004. — Vol. 3235. — P. 292-308.—
http://www.info-ab.uclm.es/retics/publications/2004/forte04.pdf

Macia H., Valero V., Cuartero F., Ruiz M.C. sPBC: a Markovian extension of
Petri box calculus with immediate multiactions // Fundamenta Informaticae.
— IOS Press, Amsterdam, The Netherlands, 2008. — Vol. 87, No. 3-4. — P.
367—-406.

Macia H., Valero V., de Frutos D. sPBC: a Markovian extension of finite
Petri box calculus // Proc. of 9" IEEE Internat. Workshop on Petri Nets and
Performance Models - 01 (PNPM’01). — Aachen, Germany: IEEE Computer
Society Press, 2001. — P. 207-216. — http://www.info-ab.uclm.es/retics/
publications/2001/pnpmO1.ps

Tarasyuk 1.V. Discrete Time Stochastic Petri Box Calculus. — Carl von Ossi-
etzky Universitdt Oldenburg, Germany, 2005. — 25 p. — (Berichte aus dem
Department fiir Informatik; Vol. 3/05). — http://db.iis.nsk.su/persons/
itar/dtspbcib_cov.pdf

Tarasyuk I.V. Iteration in discrete time stochastic Petri box calculus // Bull.
Novosibirsk Comp. Center. Ser. Computer Science. — Novosibirsk, 2006. — Iss.
24. — P. 129-148. — http://db.iis.nsk.su/persons/itar/dtsitncc.pdf

Tarasyuk I.V. Stochastic Petri box calculus with discrete time // Fundamenta
Informaticae. — IOS Press, Amsterdam, The Netherlands, 2007. — Vol. 76, No.
1-2. — P. 189-218.



Performance evaluation of the generalized shared memory system in dtsPBC 155

[15] Tarasyuk I.V. Performance preserving equivalences for dtsPBC // Bull
Novosibirsk Comp. Center. Ser. Computer Science. — Novosibirsk, 2010. — Iss.
31. — P. 155-178. — http://db.iis.nsk.su/persons/itar/dtspencc.pdf.

A. Proof of Proposition 2

Like it has been done for strong equivalence in [5], we shall prove the fol-
lowing fact about step stochastic bisimulation. Let Vj € J R; : G4 ,,G’ for
some index set J. Then the transitive closure of the union of all relations
R = (UjegR;)* is also an equivalence and R : GG

Since Vj € J R, is an equivalence, by definition of R, we get that R
is also an equivalence. Let j € J, then, by definition of R, (s1,52) € R;
implies (s1,s2) € R. Hence, VH;, € (DR(G)UDR(G"))/r; IH € (DR(G)U
DR(G"))/r MHjr € H. Moreover, 3J" H = Uge 7 H,j-

We denote R(n) = (UjegR;)". Let (s1,s2) € R, then, by definition of
R, In >0 (s1,82) € R(n). Let us prove R : G« G’ by induction on n.

It is clear that Vj € J R; : G, G implies Vj € J ([Gl~, [G']~) € R;j
and we have ([G]x, [G']~) € R by definition of R.

It remains to prove that (s1,s2) € R implies VH € (DR(G)UDR(G"))/»
VA € Wf PMA(Sl,H) = PMA(SQ,H).

en=1

In this case, (s1,s2) € R implies 3j € J (s1, 52) € R;. Since
Rj: Ger G, we get VM € (DR(G) U DR(G"))/r VA € INF

PMA(81,H) = Zkej’ PMA(Slijk) =
zkej/ PMA(SQ,HJk) = PMA(SQ,H).

en—>n-+1l
Suppose that Vm < n (s1,s2) € R(m) implies VH € (DR(G) U
DR(G/))/R VA € W;: PMA(Sl,H) = PMA(SQ,H).
Then (s1,s2) € R(n + 1) implies 3j € J (s1,52) € Rj o R(n), ie.,
dsz € (DR(G)U DR(G")) such that (s1,s3) € R;j and (s3,52) € R(n).

Then, like for the case n = 1, we get PMy(s1,H) = PMa(s3, H). By
the induction hypothesis, PM4(s3, H) = PM(s2,H). Thus,
VH € (DR(G)UDR(G"))/r VA € ﬂVf

PMA(Sl,H) = PMA(Sg,H) = PMA(SQ,H).

By definition, Rss(G, G’), is at least as large as the largest step stochas-
tic bisimulation between G and G’. It follows from mentioned above that
Rss(G,G) : G, G O
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